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Abstract

Peer-to-peer live streaming is becoming popular and a
large number of multimedia content is streamed to millions
of users through it. Some major problems associated with
the applications are long playback latency and fragile to
network churn. In this paper, we propose a novel approach
to construct a pyramid overlay. Compared with the con-
ventional mesh-based and tree-based overlay, the pyramid
overlay can achieve better result both in real-time playback
and robust topology. Through limiting peers’ connection
bandwidth with upper layers and make it a priority to dis-
seminate data to more different peers, more peers can share
the upload bandwidth from the upper layers and the peer
number is increased with level increment. Thus, our ap-
proach organizes the peers into a pyramid topology and re-
duces the total number of layer. At the same time, the partic-
ipating peers build connections with multiple parent peers
and child peers simultaneously and change data transmis-
sion path dynamically. Then, it is resilient to network churn.
Experiments carried out over a simulated network of up to
500 peers illustrate the effectiveness of our approach.

1. Introduction

In recent years, peer-to-peer (P2P) live streaming be-
comes more and more popular worldwide [10, 9, 5]. A large
amount of multimedia resources such as music, video pro-
gram are streamed to millions of internet users through P2P
network. P2P network offers an efficient approach to deliver
multimedia content from one source to a large number of
receivers by using the resources of participating peers. Be-
cause each peer contributes its bandwidth or disk resources,
the P2P network can be easily scaled up to a large num-
ber of peers without additional requirements on the central

*This work was supported by National Key Technology R&D Program
of China under contract No.2006BAHO02A 10 and National High-tech R&D
Program (863 Program)of China under contract No.2006AA01Z320.

978-1-4244-2358-3/08/$20.00 © 2008 IEEE

566

server. Hence, P2P streaming is a competitive approach for
multimedia content distribution.

Real-time playback is an essential requirement for P2P
live streaming. The playback latency is the duration from
the time a data segment is sent out from the root server to
the time it is received by the destination peers. Recently,
several studies have proposed the packet schedule scheme
to address the problems[6] [11]. They focus on scheduling
the data transmission in order to improve the overall latency
and transmission efficiency. However, the approach has the
following limitations: (1) the scheme targets to minimize
the queuing delay at each peer, ignoring the number of re-
lay hops; (2) the scheme depends on the structure of the
underlying multicast trees. It is a heavy burden to maintain
the structure in a dynamic network.

Robust overlay is another key requirement for P2P live
streaming. Some previous works aim to construct a scal-
able and robust overlay, and a number of mesh-based P2P
live streaming systems have been designed to meet these
requirements, such as Coolstreaming [14] and Prime [7].
These systems focus on building a robust overlay with re-
spect to network churn, and improving the bandwidth uti-
lization among the participating peers. However they fail to
achieve real-time playback. The segments are often relayed
along long multi-hop paths and each hop introduces addi-
tional delay to the playback latency. Hence the solutions
based on mesh-based approaches give us the impression that
P2P live streaming system has a long playback latency.

In this paper, we propose a novel approach to organize
peers into a pyramid topology, which accommodates more
peers with fewer layers. Through reducing the average re-
lay hops, the average relay delay can be significantly re-
duced. We firstly identify an important factor related to
the playback latency: the number of relay hops along data
transmission path. In our approach, it is a priority to dis-
seminate data to more different peers. Through limiting
the peers’ connection bandwidth with the upper level, more
peers can share the upload bandwidth of peers in the up-
per level. Compared with the tree-based overlay and mesh-
based overlay, the pyramid can achieve low playback la-
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tency and resilience to network churn.

The rest of this paper is organized as follows: Section 2
gives a brief analysis on mesh-based and tree-based overlay.
In section 3, we compare the pyramid overlay with a mesh-
based overlay, and present its advantage over other over-
lay. Section 4 describes details of the dissemination-first
approach and the procedure to construct a pyramid over-
lay; Section 5 presents the simulation methodology over a
simulated network of up to 500 peers and the experimental
results; Finally, a conclusion is given in Section 6.

2. Motivation

In this section, we firstly analyze a mesh-based overlay
and calculate its playback latency; then we investigate the
single tree overlay and the multi-tree overlay, and find their
playback latency can be much less than the mesh-based
overlay. For each overlay, we also analyze their drawbacks
in delay and robustness.

For each peer in the overlay, its playback latency is the
sum of relay delays at each hop along the transmission path.
Each relay delay mainly consists of two parts: the buffer
delay (¢;) and the transmission delay(¢;). The buffer delay
is measured by the time that a peer keeps the data before it
sends out it, while the transmission delay is measured by the
time from the moment a segment is sent out to the moment
this data segment arrives at next peer. For example, there are
N relay peers along the transmission path to the destination
peer, its playback latency is:

Tn= Y (ti+a)

0<i<N

ey

According to Equation (1), we could see that there are
three methods to reduce the playback latency: reducing the
transmission delay and buffer delay at each peer, and the
total number of relay hops. Some previous works introduce
a method to reduce the delay at each peer. However, they
ignore the relay hops which is a main reason for latency. On
the other hand, if we can reduce the numbers of relay, some
peers will be removed from the transmission path and the
delay will be eliminated. Based on the above consideration,
our dissemination-first approach is designed to reduce the
relay hops and the peer number along the transmission path.

2.1. Mesh-based Overlay

In a mesh-based overlay, the data transmission path is
established dynamically and the topology is built based on
data availability [14] or network resilience [7]. The partic-
ipating peers build connections with multiple parents peers
and child peers simultaneously, and frequently inquire their
data. If they found some interesting data in a peer, they
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would build a new transmission path with it. Once they re-
ceive all the new segments and there is no more interesting
data in the neighbor peers, the transmission path will be de-
stroyed. Then the topology of mesh-based overlay always
keeps changing and irregular.

In above irregular topology, some peers would exhaust
all upload bandwidth of the root server or near-root peers,
but the others may be far away from the root server and have
much more relay hops[12]. There is no coordination among
peers. Each peer tries to find more interesting peers and
requests data as much as possible. The result is that only a
few of peers are closed to root server and have small relay
hops, the rest peers have long relay hops.

We present an optimal mesh-based overlay, in which all
upload bandwidths have been used up by the peers in upper
level. Once a new peer wants to join into the overlay, it
searches the peers with minimum hops and available upload
bandwidth, and attaches to them. As shown in Fig.1, only
the bottom peers have rest bandwidth.

Root Server

Level 1

Level 2

PRI

Figure 1. An optimal mesh-based overlay

Suppose, in Fig.1 there are P peers. Each peer
has the same number of incoming and outgoing connec-
tions(degrees), denoted as d. ¢ denotes the time to relay
one data segment along one connection. In the scenario to
stream d segments from the root server, each peer in level 1
builds one connection with the root server and requests the
different segments. After ¢ time, there are d different seg-
ments in level 1 and the time to receive all data for the peers
in level 7 is as Equation (2). Only for the peers in level 1, it
takes dt time to receive all data. So the playback latency T;
for the peers in level i is:

-]

For there are not spare upload bandwidth in each layer, each
layer has d peers and the total layer numbers of overlay are

d-t
1-1

if
if

1=1

i>1 @
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(P —1)/d. The average playback latency of overlay is:

> T;-d/P

._P—1
0<i< s

T= 3)

In the scenario that the peer numbers P are greater than 1,
the average playback latency approximately equals to:

(P —1)t

T~ 0.5t + ———
0.5t + d

“)
Thus, the latency algorithmic complexity of mesh-based
overlay is O(P). For an overlay with millions of users, the
average playback latency is increased as a linear function
of peer numbers. This is the reason that the previous P2P
streaming systems have long playback latency.

2.2. Tree-based Overlay

For the same number of peers, the tree structure over-
lay has the fewest layer number. Some tree-based systems,
such as Splitstream[4], NICE[2], Zigzag[13] organize par-
ticipating peers into single tree or multi-tree topology. A
peers can join multiple trees in the multi-tree overlay. It is
placed as an internal node in only one tree and as leaf node
in the rest trees.

The tree topology is fragile in a dynamic network and
need a large amount of overhead to maintain the structure.
The topology is static. The join procedure is complex and
time consuming. The new peer searches from the root to the
bottom layers in order to find a parent peer which has spare
outgoing bandwidth. Then it attaches to the parent peer and
keeps its position unchanging unless the parent peer departs.
When a peer leaves the overlay, all of its child peers would
depart from the overlay and rejoin the system. Therefore,
the tree structure is fragile and complex.

For a single tree overlay, its average playback latency is
as Equation (5).

td

d—1

For a multi-tree structure overlay, it comprehends the
feature of single tree and mesh[8]. Each peers connects
with multiple parents peers and child peers. It constructs
a structured mesh by organizing peers into multiple tree.
Peers connect with all trees and receive one stream from
each tree. If a peer leaves a tree, it only affects the stream in
one tree and its child peers can receive the stream data from
other trees. But in a multiple tree overlay, the playback la-
tency for a peer is the last data which it receives. Therefore,
the playback latency for a multi-tree overlay is:

Tat-logg[P-(d—1)+1] Q)

Tat-logg[P-(d—1)+1]—t (6)
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Thus, in a tree-based overlay, its latency algorithmic
complexity is O(logqP). Compared with the mesh-based
overlay, its playback latency is reduced. On the other hand,
the tree topology maintenance workload is heavy. It needs a
lot of bandwidth and time to recover the system from churn
and exchange status messages among peers. It is a heavy
workload for a large scale overlay.

3. Pyramid Overlay

To solve above problems, we target to construct an over-
lay with the minimal layers and the robust topology.

The pyramid topology is an extension of the mesh topol-
ogy. It consists of overlapping meshes with successively
increasing peers. The peers in each level form a mesh and
their incoming bandwidth is less than their outgoing band-
width. In the topology, the peer number of each layer is
increased from top level to bottom level. At the same time,
each peer keeps connection with multiple parents and child
peers, and changes the data transmission path dynamically.
To construct a overlay as Fig.2, we limit peers’ incoming
degree to d/2.

Root Server

Level 1

Level 2

@;éi@ié..

Figure 2. An example of pyramid topology

For an overlay with P peers, the spare outgoing degree
is (P 4+ 1) x d/2. It means the overlay can accommodate
P + 1 new peer in the bottom level. The root server is at
level 0 and accommodates d peers in level 1. From level
1, each peer has d outgoing bandwidth and d/2 incoming
bandwidth. So the peer number for level ¢ is:

Pi= Y Pit+l=d-27" (7
0<;j<i—1

To compare with mesh-based overlay, we set the same pa-
rameter in the dissemination-first overlay. The delay for
level 1 is dt, and at the ¢ time, there are d different segments
in level 1. Because each peer has d/2 incoming degree, the
delay in level 2 is 2¢ time. For other layers, the delay is ¢.
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So the playback latency for level i is:

-]

N denotes the bottom level. From (7) and (8), the total
latency for the overlay is:

d-t
(i+1)-t

if
if

1=1

i>1 ®

T= > T-Po=d-t-(d+ » i-27") (9
0<i<N 2<i<N
For the overlay, the peers number P is:
P= > P=2Yd+1-d (10)

0<i<N

From the (9) and (10), and if P is greater than d, the mean
playback latency of the overlay is:
1
+ 1) )

Hence, its algorithmic complexity of playback latency is
O(log(P)). For a large scale P2P system, the average play-
back latency of pyramid overlay is increased as a logarithm
function of peer numbers. Compared with the mesh-based
overlay, average playback latency have a significant reduc-
tion in the pyramid overlay.

d

T:T/P:t-(1+1092( (11

4. Construction of Pyramid Overlay

We propose a dissemination-first approach to organizes
peers into a pyramid overlay. In the approach it is a prior-
ity to disseminate data to more different peers. Each peer is
assigned a level and builds multiple connections with neigh-
bor peers. We limit the peer’s connection degree with upper
level in order to accommodate more peers with increasing
level. The peers build a data transmission path dynamically
according to the data availability and distribute the differ-
ent data to the child peers. Through the dissemination-first
approach, we can build a robust overlay with less levels.

In our approach, there are four categories of peers: the
root server, the index server, the common peer, and the bot-
tom peer. Among them, the root sever initially generates the
streaming data, and the index server manages all the peers’
arrival and departure. In our approach, we use a central-
ized node management algorithm like BitTorrent [3]. Be-
fore new peers attach to a parent peer, all of they belong to
the bottom peers which are on the bottom level of the over-
lay. The common peer’s incoming degree with upper layer
is limited to be the half of its outgoing degree, while the
bottom peer does not have any limitations on its incoming
degree, and can exchange data with any peer.

To construct the overlay, there are two procedures: the
joining procedure, the parent selection procedure.
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In the joining procedure, the newly joining peer contacts
with the index server and announces its arrival. Then the
index server searches for the peer which has spare outgoing
degrees. If there is not suitable peer in the current level, we
would move to the next level to continue the search until we
find one. Thus, the new peer gets its level, and all peers in
the upper level become the candidate neighbors peers of the
new peer.

In the parent selection procedure, the new peer builds up
connections with its neighbor peers and selects the parent
peers from them. Firstly it sends out a data request message
and listens to their replies. When it received replies from
them, the new peer checks its current number of incoming
connections with the neighbors. If the connections are less
than the incoming limitations, it selects the peer to be its
parent peer and build a new data transmission path with it.

5. Experiment

We have evaluated the performance of the proposed ap-
proach over a network simulated in ns-2. [1] Based on the
assumption that the backbone links are sufficiently provided
and the bottleneck of the network is the access links, we
used a star topology with asymmetric access links. The
downlink capacity is 8 times larger than the uplink speed,
and the latency of each link ranges from 1-50ms randomly.
All connections are congestion controlled using RAP and
the number of peers participating in the overlay varies be-
tween 10 and 500. The bit rate of streaming media is 1Mbps
and its length is 1 hour. The segment unit is 1 second. There
is no peer in the system at the beginning, and all the peers
join it randomly within the first 10s. After all peers have
joined the system, the root server begins to generate steam-
ing data.

5.1. Simulations Result

Fig. 3 illustrates the distribution of data arriving time for
the two overlays. As we expected, the percentage popula-
tion of the proposed approach, indicated by the left vertical
axis, increases quickly as the time passes. Almost 70 per-
cent peers have received the data in 20 seconds from the
time 2470s to the time 2490s. Compared with the mesh-
based overlay, the peers in our approach have almost the
same playback latency. It is because the levels of the newly
joining peers are reasonably arranged and each peer has
equal chances to get data from upper levels.

We also compared the two overlays with the different
numbers of participating peers. The result in Fig. 4 shows
the advantage of the proposed approach for the large scale
peers. As the number of the peers increases, the average
playback latency in our approach increases slowly, and it is
nearly a logarithm curve. In contrast, the average playback
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Figure 3. Distribution of data arriving time
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Figure 4. Average playback latency

latency increases linearly in mesh-based overlay. Some
peers exhausts all upload bandwidth of the root server or
near-root peers, so that the overall latency is longer than
our approach.

6. Conclusion

In this paper, we presented a novel approach to construct
a pyramid overlay and minimize the playback latency in
P2P streaming. The approach organizes peers into a pyra-
mid overlay through restricting the peer’s incoming band-
width, thus reduces the overlay layers. Comparing with the
mesh-based overlay, the relay hops is reduced and the av-
erage playback latency is restricted in a limited duration.
Simulation results validate the effect of pyramid overlay and
show the scalability of our system. Our future work is to de-
ploy the experiments on the planet-lab test bed and optimize
it in a churn network.
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