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Abstract
The semi-supervised graph alignment problem aims to find the node correspondence across
different graphs given a set of anchor links. Most existing methods employ the notion of
alignment consistency or embedding-based techniques but overlook the global structure
of graph data. Recently, an Optimal Transport (OT)-based method has been proposed for
semi-supervised graph alignment by integrating structure-based embedding andOT distance,
demonstrating its effectiveness in problem modeling. However, graphs to be aligned often
exhibit significant structural differences, and a non-learnable transport cost design struggles
to maintain generality when faced with such variations, especially in noisy real-world scenar-
ios. Meanwhile, the challenge of efficiently incorporating anchor links into the cost design
has not been thoroughly explored. In this paper, we propose RESAlign, a robust semi-
supervised graph alignment framework that addresses the cross-domain alignment problem
from both direct and indirect perspectives. By integrating multiple objective functions and an
anchor-assisted heterogeneous graph learning module into the design of the transport cost,
our framework adapts to structural differences across various graphs.Moreover, an additional
weight-sharing mechanism is introduced to address node alignment from a distinct perspec-
tive, enabling effective generalization to unsupervised scenarios. Finally, compared to eleven
representative methods, the proposed model not only achieves outstanding performance but
also demonstrates excellent robustness and efficiency.
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1 Introduction

Given attributed graphs from two different sources and a subset of anchor links indicating
the correspondence between nodes in two graphs, semi-supervised graph alignment (also
known as network alignment) aims to predict the matching relationships for the remaining
nodes. It has a wide range of applications, such as linking the same identity across different
social networks [1, 2], matching scholar accounts between multiple academic platforms [3],
and aligning tissue-specific protein interaction networks to improve gene prioritization [4].

Solving the exact graph alignment problem is challenging because of its NP-hardness [5].
Therefore,most existingmethods have been devoted tomatching graphs heuristically. Specif-
ically, consistency-based methods [6–8] are built upon the assumption that if two nodes are
aligned, their neighborhoods are likely to be aligned. With a set of anchor links, embedding-
basedmethods [3, 9, 10] aim to preserve the topological information of both networks through
node embeddings in a unified latent space, in which anchor node pairs have close embeddings
and unmatched node pairs are kept far apart. These methods typically focus on the relation-
ships between positive and sampled negative node pairs, failing to capture the comprehensive
structure of graph data [4].

Another line of research [4, 11, 12] treats graphs as probability distributions embedded
in a specific metric space, using optimal transport (OT) [13] to model the graph alignment
problem. Given a ground cost, conventional optimal transport aims to find the optimal plan
thatminimizes the expected total cost, the output ofwhich is formulated as a doubly stochastic
matrix indicating the pairwise coherency between the distributions. Since graph alignment
is inherently a cross-domain alignment problem, there is no predefined cost when modeling
this task using optimal transport, thus specific cost design is crucial for alignment accuracy
(node pairs that are more easily aligned correspond to lower cost values [14]). However,
the recent study [4] adopts a non-learnable cost by performing Random Walk with Restart
(RWR) on the product graph to propagate cross-graph information. Although this approach
demonstrates good performance, the graphs to be aligned often exhibit significant structural
differences (e.g., Douban Online-Offline [8]), a fixed transport cost design in PARROT [4] is
inherently limited in its ability to adapt to these diverse scenarios, particularly when dealing
with real-world graphs, which are typically noisy [12]. In such cases, fixed transport cost
strategies often face serious robustness issues. On the other hand, we observe that its use
of anchor links is relatively limited, as it only employs known anchors to derive positional
embedding vectors via RWR, failing to simultaneously leverage anchors to integrate both
graph structure and node features, thereby capturing richer information. As a result, this leads
to suboptimal performance.

Based on these observations, we propose RESAlign, a robust semi-supervised graph
alignment framework based on optimal transport. Our method enables fully adaptive cost
learning under OT-based problem formation via a dual-stream framework. Specifically, to
address the cross-domain alignment problem, we use Gromov Wasserstein Discrepancy
(GWD) [15], which is directly applicable to cross-domain alignment tasks. By integrat-
ing richer graph structure, we enable structural alignment in an indirect way. Furthermore,
using known anchor links, we reformulate the cross-domain alignment challenge as a het-
erogeneous graph learning problem with Wasserstein Distance (WD) [16], facilitating direct
node alignment. These two approaches are mutually complementary. To enhance the adapt-
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ability of the transport cost and better accommodate the diverse structural characteristics of
different graphs, we propose a multi-objective function that integrates anchor links into the
learning process of the transport cost, both directly and indirectly. Finally, a weight-sharing
mechanism is introduced to enhance the model’s generalization ability for node alignment
in unsupervised settings. To summarize, our main contributions are as follows:

• We propose RESAlign, a robust semi-supervised graph alignment framework based on
optimal transport, which integrates node embeddings that capture rich graph structures
and node information to implement a flexible dual-cost design. This innovative design
enables RESAlign to effectively adapt to diverse structural differences between graphs.
As a result, the framework significantly enhances robustness when handling variations
across different graphs.

• We enhance the optimized utilization of anchor node pairs through multi-objective opti-
mization and heterogeneous graph learning, respectively. Furthermore, anchor-assisted
heterogeneous graph learning and the weight-sharing mechanism are introduced to
address the cross-domain alignment problem from different perspectives, the latter is
also applicable to unsupervised scenarios

• Extensive experiments are conducted across six datasets to compare our algorithm with
eleven representative methods. Our model consistently outperforms all baselines, achiev-
ing an absolute performance improvement of 2 to 10 percentage points in terms ofHits@1
and MRR over the state-of-the-art methods on real-world datasets. It also delivers a 3-4x
improvement in efficiency. Moreover, our model is capable of generalizing to unsuper-
vised scenarios, demonstrating outstanding performance.

2 Preliminary

2.1 Problem statement

We denote an undirected and attributed graph as G = (V, E, X), where V is the set of nodes
with size n, E is the set of edges represented by the adjacency matrix A ∈ {0, 1}n×n , and
X ∈ R

n×d represents the node features. A summary of frequently used notations is listed in
Table 1.

Definition 1 (Semi-Supervised Graph Alignment) Given source graph Gs and target graph
Gt , without loss of generality, we assume that ns = |Vs |, nt = |Vt |, and ns ≤ nt . Given a

Table 1 Table of notations Notation Description

Gs ,Gt The source graph and target graph

Ap, X p Adjacency matrix and node feature matrix (p = s, t)

ui , u j , vk , vl Nodes with ui , u j ∈ Gs and vk , vl ∈ Gt
Zs , Zt Node embeddings for source graph and target graph

Cs ,C t The intra-graph cost of source graph and target graph

T The alignment matrix

Cot The cross-domain cost

S Anchor links

Gh The merged heterogeneous graph
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certain proportion of observed node correspondences (e.g., 20% of nodes), also referred to
as the anchor links S, the semi-supervised graph alignment problem returns an alignment
matrix T ∈ R

ns×nt , where T (i, k) represents the probability that node ui ∈ Gs is aligned to
node vk ∈ Gt . Similar to existing works [11, 12, 17], this work primarily focuses on attributed
graphs.

2.2 Optimal transport

Due to its favorable properties, optimal transport has gained widespread attention across
multiple domains, includingmachine learning [13], computer vision [18], anddatamining [4].
It assumes that two sets of samples (i.e., the node sets), Vs = {ui }nsi=1 and Vt = {vk}ntk=1, are
generated from the probability distributions μ ∈ �ns−1 and ν ∈ �nt−1 respectively, where
�n−1 represents the (n − 1)-Simplex. Optimal Transport (OT) and the related Wasserstein
distance (WD) [19] are then used to quantify the difference betweenμ and ν [20], as described
by OT’s Kantorovich formulation [19]:

W(μ, ν) = min
T∈�(μ,ν)

〈C, T 〉. (1)

Here, �(μ, ν) =
{
T ∈ R

ns×nt+ : T1nt = μ, Tᵀ1ns = ν
}
is the set of joint probability dis-

tributions with marginals μ and ν, and it holds that
∑ns

i=1

∑nt
k=1 T (i, k) = 1. Note that 1n

denotes the all-ones vector in R
n , and C ∈ R

ns×nt represents the pairwise transport cost
across two node sets.

Equation (1) is usually solved with an additional entropic constraint [21]:

min
T∈�(μ,ν)

〈C, T 〉 − εH(T ), (2)

where H(T ) = −∑
i,k T (i, k)logT (i, k) denotes the regularized entropy term with coef-

ficient ε. This is not only for the reason of computational efficiency but also from the
probabilistic perspective of the OT problem, i.e., it is favorable to have most terms in T
be non-zero [21]. To this end, the OT problem can be solved by the Sinkhorn-Knopp algo-
rithm [22], an iterative matrix scaling process to compute the doubly stochastic matrix T .

2.3 The state-of-the-art method

As the state-of-the-art method for semi-supervised graph alignment, PARROT [4] proposes
the position-aware regularized optimal transport framework to enhance the OT-based for-
mation of graph alignment with position-aware node embedding and consistency-based
regularization.

For the position-aware transport cost design, it treats anchor nodes as landmarks and
captures intra-network topology by performing RandomWalkwith Restart (RWR) from each
anchor node pair in S on the source and target graphs separately. This yields two embedding
matrices Rs and Rt of size ns × |S| and nt × |S|, respectively. Then, the resulting RWR
embeddings are combined with initial features to derive the initial transport cost Cnode :

Cnode = αe−Rs R
ᵀ
t + (1 − α)e−XsX

ᵀ
t , (3)

where Rs, Rt represent the RWR embeddingmatrices, Xs, X t represent the featurematrices,
andα denotes theweight parameter. To further incorporate cross-graph information,PARROT
conducts RWR on the product graph, which is constructed by the Kronecker product of the
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source and target graphs. The initial transport cost Cnode is taken as the personalized vector
of the product graph, and the final transport cost Crwr is computed as

Crwr = (1 + β)Cnode + (1 − β)γW sCrwrW
ᵀ
t , (4)

whereW s andW t are the transpose of the row normalized matrices of As and At , γ denotes
the discounted factor, and β is the teleportation parameter. This step is equivalent to con-
ducting a pairwise random walk of identical lengths simultaneously on the source and target
graphs.

Finally, the Sinkhorn algorithm [21, 22] is employed to minimize 〈Crwr , T 〉 to compute
the alignmentmatrix T , with several consistency-based regularization terms. In particular, the
edge consistency directly reflects the Gromov-Wasserstein discrepancy, while the neighbor-
hood consistency poses constraints on the smoothness of the predicted alignment probability
by comparing to those of the neighbors. The alignment preference is further included to
regularize the alignment matrix with known anchors. Generally speaking, PARROT focuses
on the direct regularization of the alignment matrix T with topology and anchor information.

3 Methodology

3.1 Overview

Figure 1 depicts the model architecture of our proposed method RESAlign. Given two
attributed graphs Gs = (Vs, As, Xs), Gt = (Vt , At , X t ) and a set of anchor links S, our
model predicts an alignment probability matrix T of size |Vs | × |Vt |. Since the two graphs
to be aligned come from different domains, our model leverages optimal transport to address
the cross-domain alignment problem from two perspectives. The direct cost learning mod-
ule conducts cross-graph comparison with the help of anchor links, for example, via the
merged graph (two graphs are merged through shared entities to form a single heterogeneous
graph) and using heterogeneous graph neural networks. This process can be modeled by
the Wasserstein Distance (WD) [19]. Using the Gromov-Wasserstein discrepancy [15], we
enable cross-domain comparisons from an indirect perspective. Specifically, this involves

Figure 1 Overview of the RESAlign framework
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designing a flexible intra-graph cost by integrating rich graph structures and node features.
They can be put together to establish anOT-based objective for graph alignment, bywhichwe
compute T . Correspondingly, we construct multi-objective functions that incorporate lim-
ited anchor links into the learning process of the optimal transport cost. By more efficiently
using anchor links, the flexible cost design better adapts to differences in graph structures,
effectively facilitating the alignment process. The following subsections provide a detailed
explanation of the model.

3.2 Dual adaptive cost modeling

As pointed out by [12], the critical problem of OT-based graph alignment lies in the design
of transport cost. To address this, we propose a dual adaptive cost modeling approach, which
includes both direct cost learning and indirect cost learning, enabling multi-view alignment,
specifically, node alignment and structural alignment. First, we focus on modeling node
alignment using the Wasserstein distance.

Definition 2 (Wasserstein Distance (WD) [19]) We are given two distributions μ and ν on
two finite sets X and Y , and a cost function C : X × Y → R. Kantorovich’s formulation of
the optimal transport problem finds a solution T∗ such that:

T∗ = argmin
T∈�(μ,ν)

∑
x∈X

∑
y∈Y

C(x, y)T (x, y) = argmin
T∈�(μ,ν)

〈C, T 〉. (5)

Here, 〈·, ·〉 denotes the inner product and �(μ, ν) denotes all possible joint distributions
with the corresponding marginals equal to μ and ν. T denotes the alignment probability
matrix, C represents the cross-domain transport cost matrix, where a negative correlation
exists between T and C, specifically, nodes that aremore easily aligned correspond to smaller
values in C [14]. Please refer to Sect. 3.3 for the solution of cross-domain issue in modeling
node alignment.

Next, we focus on structural alignment modeling using indirect cost learning. Moti-
vated by [15], the Gromov-Wasserstein discrepancy can be directly applied to cross-domain
comparison problems where the focus is put on the relationship of node pairs within each
single graph. Specifically, we compute two intra-graph cost matrices Cs ∈ R

|Vs |×|Vs | and
C t ∈ R

|Vt |×|Vt | for Gs and Gt , which contain the pair-wise measures for all node pairs.
The cross-graph comparison is then computed indirectly following the Gromov-Wasserstein
discrepancy.

Definition 3 (The Gromov-Wasserstein Discrepancy (GWD) [15]) Given the distribution μ

(resp. ν) over Vs (resp. Vt ), the GW discrepancy between μ and ν is defined as:

dGW (μ, ν) = min
T∈�(μ,ν)

〈L(Cs,C t , T ), T 〉,
s.t. T1|Vt | = μ, Tᵀ1|Vs | = ν.

(6)

We have L(Cs,C t , T )i,k = ∑
j
∑

l |Cs(i, j) − C t (k, l)|2T ( j, l), where T denotes the
alignment probability matrix, and 1n denotes the all-ones vector in R

n . For likely matched
node pairs (ui , vk) and (u j , vl), |Cs(i, j) − Ct (k, l)|2 should be small, i.e., the values of
Cs(i, j) and Ct (k, l) are close [11, 12].

Given both the direct and indirect ways to construct the transport cost, a natural question
is how to combine them effectively. Since real-world graphs are often noisy and there is no
predefined transport cost for cross-domain graph alignment, a non-learnable transport cost
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fails to adapt to the diverse graph structures and noise, resulting in a loss of generalization. To
address this, we propose a flexible, fully learnable cost function that can accommodate struc-
tural differences across graphs, thereby enhancing both generalization and robustness. For
the cross-graph node alignment, the fully learnable cost achieves a more flexible integration
of graph structure and node features. The cost is computed as:

C = −K (Zwd
s , Zwd

t ), (7)

where Zwd
s ∈ R

|Vs |×d and Zwd
t ∈ R

|Vt |×d are the node representations for two graphs, e.g.,
computed byGNNs. K (·, ·) is a general function and can be simply implemented as the cosine
similarity. The transport cost between nodes should be smaller for more similar nodes [14],
thus we directly invert the similarity to represent the cost matrix.1 For indirect cost modeling,
we derive the intra-graph cost terms from the fully learnable node embeddings, which include
rich graph structure and node features:

Cs = f (Zgwd
s ),C t = f (Zgwd

t ). (8)

In particular, f (·) : R|V|×d → R
|V|×|V| denotes the function mapping node embeddings

to pairwise metrics, and we set:

f (Zgwd) = β(1)A + β(2)K (Zgwd , Zgwd), (9)

with β = (β(1), β(2)) being learnable parameters. Recall that by the definition of GWD,
for matched node pairs (ui , vk) and (u j , vl), |Cs(i, j) − C t (k, l)|2 should be small, i.e.,
the values of Cs(i, j) and C t (k, l) are close [11]. Since both graphs might not have the
same topological structures, the second term essentially uses the node representation-based
similarity to construct an augmentation to the adjacency matrix. Bymaking β and Zgwd fully
learnable, we are more capable of holding Cs(i, j) ≈ C t (k, l) for matched pairs (ui , vk) and
(u j , vl). Finally, our dual adaptive cost modeling is formalized as:

Cot = L(Cs,C t , T ) − αK (Zwd
s , Zwd

t ), (10)

where α is a predefined hyperparameter. The remaining challenge to obtain high-quality node
representations, including Zwd and Zgwd , will be elaborated in the following.

3.3 Node representation-based cost learning

Since the graphs to be aligned originate from different domains, they may have distinct
topological structures, and their node embeddings reside in separate spaces, making direct
comparison infeasible. To address this, we propose two approaches for cross-domain cost
learning.

3.3.1 GNNwith weight-sharing mechanism

To tackle the cross-domain alignment across graphs, a weight-sharing mechanism (i.e., shar-
ing identical model parameters) is introduced to efficiently map the nodes of different graphs
into a unified embedding space. Specifically, we have

Zq
p = GNNq(Ap, X p,�

q
W S), (11)

1 Since we have standardized the features, the node embeddings may contain negative values, which can
lead to negative values in the similarity matrix. This does not affect the optimal solution as the optimization
objective remains to minimize the inner product of the transport cost and the alignment matrix.
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for q ∈ {wd, gwd} and p ∈ {s, t}. For simplicity, we adopt GCN [23] and aggregate the
outputs of all convolution layers to serve as the node embeddings, since each layer learns
hidden features at a different range of neighborhood structures and node features:

Zq,k
p = σ( D̃

− 1
2

p Ãp D̃
− 1

2
p · Zq,k−1

p · Wq,k),

Zq
p =

K∑
k=1

Zq,k
p , (12)

where Zq,0
p = X p , �

q
W S = {Wq,1, . . . ,Wq,K }, D̃p denote the diagonal degree matrix,

Ãp = Ap + I |Vp |×|Vp |, and σ denotes the activation function (e.g., ReLU).

3.3.2 Anchor-assisted heterogeneous graph learning

Semi-supervised graph alignment seeks to establish correspondences between nodes in two
graphs from different domains, with the help of known anchor links. By connecting an edge
between each anchor node pair, which represents the same entity [3] (e.g., the same user in
different social networks), the two graphs can be merged. This operation not only enhances
the utilization of anchor nodes but also transforms cross-domain cost learning into intra-graph
cost learning. The merged graph Gh = (Vh, Eh, Xh) is inherently heterogeneous, the node
set of which can be categorized into anchor nodes (denoted as Vs∩t ) and non-anchor nodes
(denoted as Vs⊕t = Vs ∪Vt\Vs∩t ). Correspondingly, we have three types of edges, including
edges between anchor nodes (A-A) and between non-anchor nodes (N-N), as well as those
bridging non-anchor and anchor nodes (N-A).

To this end, we can directly conduct message-passing between nodes of two original
graphs through the anchor nodes, which can be adopted in direct cost learning. Similar to
(11) & (12), we can apply any heterogeneous graph neural network (HGNN) to learn the
node representation for Gh , which is denoted as:

Zwd
h = HGNN(Ah, Xh,�HG). (13)

In this paper, we choose R-GCN [24] for simplicity and leave the investigation of more
sophisticated HGNNs as future work.

Remark It is important to note that while both of the aforementioned strategies can be applied
to semi-supervised graph alignment, they exhibit certain biases toward different scenarios.
Commonly, existing semi-supervised graph alignment methods [3, 4, 6, 8, 10] assume an
anchor node ratio of around 20%. In such scenarios, anchor-assisted heterogeneous graph
learning can better leverage the anchors, leading to improved prediction accuracy. How-
ever, when only a few anchor nodes are available, or in the absence of anchor nodes, the
effectiveness of this approach is reduced. In this scenario, we recommend employing the
weight-sharing mechanism, which is applicable to unsupervised settings. To demonstrate the
effectiveness of our model, we also conduct a comprehensive comparison with the unsuper-
vised methods.

3.3.3 Making fixed transport cost a special case

Interestingly, we observe that [4] can be considered as a special case of RESAlign, as [4]
employs fixed transport costs for theWDandGWDterms. In particular,we have the following
theorem.
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Theorem 1 By choosing specific graph neural networks and properly setting the learnable
parameters, RESAlign can simulate the transport cost proposed in [4].

Proof We focus on the WD and the GWD terms used in [4]. Firstly, for the WD term, we
demonstrate that the specific form of transport costs in [4], i.e., Cnode and Crwr, can be
simulated by setting the GNN model as GCNII [25]. According to [25], we have

H(l+1) = σ
((

(1 − al)PH (l) + alH (0)
) (

(1 − bl)I + blW (l)
))

. (14)

To simulateCnode in [4], we set P = AᵀD−1, al = β and bl = 1 for each layer l. Note that by
omitting the non-linear activation and simply lettingW (l) = I , the node representation H(L)

is essentially an estimation of theRWRdistribution. To guarantee theRWRprocess only starts
from the anchor nodes, during message passing, each node only aggregates neighborhood
information from those neighbors in the anchor node set. This can be implemented by setting
the node features of non-anchor nodes to 0 during GNN computation. To this end, we can
simulate Cnode by setting Cnode = 〈H(L)

s , H (L)
t 〉.

For Crwr, please note that it is defined as conducting another RWR-based computation on
the product graph Gs ⊗ Gt with the personalized vector vec(Cnode). By [26] and [27], this
process is equivalent to performing a pairwise random walk with restart with the same walk
lengths on Gs and Gt , respectively. Subsequently, we set al = 0 and bl = 1 for GCNII, and
record H(0)

p , H (1)
p , . . . , H (L)

p separately for p = s, t , as in this case H(l)
p simulates the l-hop

walking probability on each single graph. For the RWR process on the product graph, each
node pair (x, y) ∈ (Vs,Vt ) with Cnode(x, y) contributes to the value of Crwr(u, v), where
the weight is determined by the step-wise paired random walk probabilities. To simulate
these probabilities, let H(l)

s,t = Concat(H(l)
s , H(l)

t ), and we can thus simulate Crwr with

Crwr(u, v) = Cnode(u, v) + ∑
x∈Vs ,y∈Vt

Cnode(x, y) · ∑L
l=0 γβ(1 − β)l〈H (l)

s,t , H
(l)
x,y〉.

Secondly, for theGWD term, which satisfies that Cs = e−XsX sT As and C t = e−X t X
ᵀ
t 

At , we can adopt an additional learning objective:

min
β,	GNN

‖β(1)A + β(2)K (Zgwd , Zgwd) − e−XXᵀ  A‖F , (15)

for both graphs. Summing all up, the major cost terms in [4] are simulated via GNN-based
transport cost, and the theorem follows. �

Compared to the fixed cost design based on RWR, GNNs can replicate its functionality
under specific parameter settings while offering the advantage of expressing a wider range of
functions. This is due to their learnable parameters, inherent non-linearity, and adaptability
to various tasks. Since RESAlign has a larger learning space, it is potentially more powerful
than the choice of fixed transport cost.

3.4 Multi-objective loss function

To further enhance the adaptivity of using optimal transport for graph alignment, we incorpo-
rate anchor links into both node representation learning and transport cost learning. First of
all, we employ the OT-based objective in (10), which learn the alignment probability matrix
T and the parameters for cost modeling jointly, denoted as � = {�WS,�HG ,βs,β t }.
Next, we propose two additional regularization terms. First, a straightforward objective is to
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minimize the distance of node embeddings for anchor links (referred to as the embedding-
based objective):

D(Zs, Zt ,S) = 1

|S|
∑
q

∑
(ui ,vk )∈S

‖Zq
s (ui ) − Zq

t (vk)‖2, (16)

for q = {wd, gwd}. As node embeddings are integral to the design of the transport cost,
this operation further facilitates the dual adaptive cost learning process. Second, a cost-based
objective is applied to explicitly constrain the transport cost of the anchor links.Weminimize
the following regularization term:

R(Cot ,S) = 1

|S|
∑

(ui ,vk )∈S
Cot (i, k). (17)

To be precise, for each anchor link (ui , vk), the OT-based cost should be small. Compared
to [4], we do not pose constraints on the alignment matrix directly but choose to regularize the
node embeddings and OT-based cost terms. To sum up, we use the following multi-objective
loss:

min
�

min
T∈�(μ,ν)

〈L(Cs,C t , T ), T 〉︸ ︷︷ ︸
Gromov-Wasserstein discrepancy

−α 〈K (Zwd
s , Zwd

t ), T 〉︸ ︷︷ ︸
Wasserstein discrepancy

+ λ D(Zs, Zt ,S)︸ ︷︷ ︸
embedding-based objective

+γ R(Cot ,S).︸ ︷︷ ︸
cost-based objective

(18)

3.5 Learning algorithm

Equation (18) is a nonconvex optimization problem and can be solved via a nested iterative
framework [11, 12] in which the alignment probability matrix T and model parameters �

are learned alternatively. In the r -th iteration, we update T (r+1) with a proximal term based
on the Kullback–Leibler (KL) divergence [28]:

T (r+1) = argmin
T

〈L(C(r)
s ,C(r)

t , T (r))

− αK (Zwd,(r)
s , Zwd,(r)

t ),T〉 + εKL(T ||T (r)),

(19)

where KL(T‖T (r)) = ∑
i,k T (i, k) log T (i,k)

T (i,k)(r)
−T (i, k)+T (i, k)(r) serves as a regularizer

of T , whose significance is controlled by the weight hyperparameter ε. This leads to a
proximal gradient algorithm and improves the smoothness upon updating T [20]. By fixing
the cost terms, this sub-problem is essentially the regularized OT problem and can be solved
by the Sinkhorn algorithm [21, 22]. To update � = {�WS,�HG ,βs,β t }, the following
optimization objective is established (Cf. (10) & (18)):

min
�

L(�) = 〈Cot (T (r);�)〉 + λD(�) + γ R(T (r);�). (20)

To be specific, given T (r), we update � by gradient descent:

�(r+1) = argmin

{
∇�L(�(r))ᵀ� + 1

2τ
‖� − �(r))‖2

}

= Proj
(
�(r)) − τ∇�L(�(r)))

)
.

(21)
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The pseudocode of RESAlign is illustrated in Algorithm 1. The following theorem states
that by adopting the simplified GNN with one layer of linear transformation, the learning
algorithm theoretically guarantees convergence to a critical point, as shown in [11, 12].

Theorem 2 Let F(T ,�) denote the learningobjective in (18)with�={�WS,�HG ,βs,β t }.
Denote by �GNN = (�WS,�HG) and β = (βs,β t ). Suppose that 0 < ε < 1

LT
f
, 0 < τ <

1
Lβ

f

, and 0 < lr < 1

L
	GNN
f

, where LT
f , L

β
f , and L	GNN

f are the gradient Lipschitz continuous

modulus of F(T ,�) respectively. If the following conditions hold, i.e.,

T = {T ≥ 0 : T1 = μ, Tᵀ1 = ν}, (22)

B = {(βs,β t ) ≥ 0 :
2∑

i=1

β(i)
p = 1, p = s, t}, (23)

�GNN = {
∑
i=1

W i j = 1,∀ j ∈ [1, d]}, (24)

then the GW learning process converges to a critical point of F̄(T ,�), with F̄(T ,�) =
F(T ,�)+ IT (T )+ IB(β)+ IW (�GNN ), where IC (·) denotes the indicator function on the
set C.

Proof of Theorem 2 Note that by our definition, T ,B, and �GNN are bounded sets, and
F(T ,�) is a bi-quadratic function with respect to T , β, and �GNN . To guarantee that
�GNN satisfies the above constraint in each iteration, it is sufficient to apply an activation
function (e.g., ReLU) followed by column-wise normalization for the GNN parameters. The
proof then generally follows that of Theorem 5 in [12], where we can compute the gradient
of F w.r.t. T , β, and �GNN to update the parameters with provable convergence. �

Algorithm 1 The pseudocode of RESAlign.
Input: Attributed graphs Gs (Vs ,Es , Xs ),Gt (Vt ,Et , X t ), anchor links S, and hyperparameters

R, α, λ, γ, ε.

Output: The alignment matrix T ;
1 Initialize βs , βt ← (1, 1)ᵀ, T (0) ← 1

|Vs ||Vt | ;
2 for r = 0 to R − 1 do
3 Compute Zwd

s , Zwd
t by (11) & (12) (or 13);

4 Compute Zgwd
s , Zgwd

t by (11) & (12);
5 Construct the direct cost by (7);
6 Construct the indirect cost by (8) & (9);
7 Construct the multi-objective loss by (18);

8 Update �(r+1) ← �(r) by (21);

9 Update T (r+1) ← T (r) by (19);

10 return the alignment matrix T (R);

3.6 Complexity analysis

We analyze the complexity of RESAlign in brief. Suppose Gs has ns nodes and ms edges
while Gt has nt nodes andmt edges, and d is the feature dimension. Let n = max(ns, nt ). The
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complexity of intra-graph cost computation for Cs,C t in (9) is O(n2d), which is the same
for the computational cost of C in (7). According to [11, 12], the GWD term in (10) takes
O(n3) time, thus cost of β-update and T -update in (19) is O(n3). Since d � min(ns, nt ),
the overall complexity is O(n3), which is of the same order as other optimal transport-based
alignment methods [11, 12, 17].

Note that the bottleneck lies in the Gromov-Wasserstein learning process, which relies
on the proximal gradient algorithm [28, 29] to update the alignment matrix. We admit that
scalability remains an open problem for the graph alignment problem and is the key focus of
our future work.

4 Experimental analysis

4.1 Experimental setup

4.1.1 Datasets

As shown in Table 2, we use commonly employed datasets from the related work [4, 12,
17, 30, 31] for comparison, including three real-world datasets, Douban Online-Offline [8],
ACM-DBLP [32], and Allmovie-Imdb [31], as well as three synthetic ones, i.e., Cora [33],
Citeseer [33], and PPI [34]. Among these, ACM-DBLP is the largest dataset used in the state-
of-the-artmethods for both the semi-supervised setting [4] and theunsupervised scenario [12].

Douban Online-Offline [8] In this context, we align two social network graphs of Douban,
the online graph and the offline graph. In the online graph, nodes correspond to users, and
edges depict interactions between users (such as replies to messages) on the website. The
offline graph is constructed based on user co-occurrence in social gatherings,with the location
of a user serving as node features in both graphs. The online graph is larger and encompasses
all users in the offline graph. For this dataset, 1,118 users appearing in both graphs are utilized
as the ground truth.

Table 2 Datasets and their statistics. Ground truth represents the actual matches between the source and target
graphs in the dataset

Dataset |Vs |, |Vt | |Es |, |Et | Features Ground Truth

Douban Online-Offline 1,118 3,022 538 1,118

3,906 16,328

ACM-DBLP 9,872 39,561 17 6,325

9,916 44,808

Allmv-Imdb 6,011 124,709 14 5,174

5,713 119,073

PPI-1 1,767 37,493 50 1,767

PPI-2 1,767 28,973

Cora-1 2,708 6,334 1,433 2,708

Cora-2 2,708 4,542

Citeseer-1 3,327 10,150 3,703 3,327

Citeseer-2 3,327 7,844
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ACM-DBLP [32] The co-author networks, ACMandDBLP, are derived from publication data
in four research areas. In both networks, nodes represent authors and edges signify co-author
relations. Node features indicate the number of papers published in various venues. There
are 6,325 common authors shared between the two networks.

Allmovie-Imdb [31] The Allmovie network is derived from the Rotten Tomatoes website,
where two films are connected by an edge if they share at least one common actor. The
Imdb network is constructed from the Imdb website using a similar approach. The alignment
indicates film identity, incorporating 5,174 anchor links.

Cora [35] This citation network consists of nodes representing publications and edges denot-
ing the citations between them. Cora-1 and Cora-2 are twomodified versions of this network,
with noise introduced. Specifically, 10% of the edges are added to Cora-1, and 15% are subse-
quently removed from Cora-2. Both networks are attributed, with node attributes represented
by binary feature vectors in a bag-of-words model. Notably, there are 2,708 common publi-
cations shared between the two networks.

Citeseer [33] A citation network where nodes correspond to scientific publications and
edges represent citation links. Each publication node in the graph is characterized by a
one-hot vector for words, indicating the absence/presence of the corresponding word from
the dictionary. Similar to the Cora dataset, we construct two new datasets, Citeseer-1 and
Citeseer-2, by adding 10% of the edges and removing 15% of the edges from the original
dataset, respectively.

PPI [34] It is a protein-protein interaction network where nodes represent proteins and edges
represent interactions between them. The node features include motif gene sets and immuno-
logical signatures. We construct two new datasets, PPI-1 and PPI-2, in a way similar to Cora
and Citeseer.

4.1.2 Baselines

We compare our method with eleven representative baselines, including (1) semi-supervised
methods: FINAL [8], NexTAlign [3], WAlign [30], NetTrans [10], BRIGHT [6]
and PARROT [4], which is the state-of-the-art model, (2) unsupervised methods: KNN,
GAlign [31], GTCAlign [36], GWL [11] and SLOTAlign [12]. We omit other existing
approaches as they have been outperformed by these baselines. For fairness, in the semi-
supervised setting, we use 20% anchor nodes across all methods, while in the unsupervised
setting, no anchor nodes are used.

For our method, we provide two model variants, which differ in the implementation of
direct cost learning (more specifically, the computation of Zwd

s and Zwd
t ). In particular, for the

semi-supervised setting, the model RESAlign adopts anchor-assisted heterogeneous graph
learning via R-GCN [24], while RESAlign-WS employs the weight sharing mechanism
with GCN [23]. Note that the latter mainly focuses on the unsupervised setting where anchor
links are absent.

4.1.3 Metrics and experimental configuration

Following [12, 30], we adopt Hits@k with k = {1, 5, 10} andMean Reciprocal Rank (MRR)
to evaluate the effectiveness of all models. Given a node u ∈ Gs , if the aligned node v ∈ Gt
is among the top-k nodes with the largest alignment probability, it is regarded as a hit.

123



22 Page 14 of 23 World Wide Web (2025) 28 :22

Ta
bl
e
3

C
om

pa
ri
so
n
of

m
od

el
pe
rf
or
m
an
ce

in
th
e
se
m
i-
su
pe
rv
is
ed

se
tti
ng

D
at
as
et
s

M
et
ri
cs

F
I
N
A
L

W
A
l
i
g
n

N
e
t
T
r
a
n
s

B
R
I
G
H
T

N
e
X
t
A
l
i
g
n

P
A
R
R
O
T

R
E
S
A
l
i
g
n
-
W
S

R
E
S
A
l
i
g
n

D
ou

ba
n
O
nl
in
e-
O
ffl
in
e

H
its
@
1

61
.5
4

40
.3
4

47
.6
9

35
.1
9

46
.5
9

70
.6
1

78
.8
7

80
.6
7

H
its
@
5

91
.6
8

62
.6
8

61
.3
2

52
.2
9

77
.5
4

93
.6
3

94
.3
2

95
.6
4

H
its
@
10

95
.4
3

71
.7
3

66
.4
0

58
.6
5

81
.5
6

96
.3
1

96
.5
4

97
.2
1

M
R
R

74
.3
3

51
.0
5

58
.9
1

43
.5
1

58
.5
0

80
.5
9

87
.6
3

89
.6
2

T
im

e(
s)

7.
78

13
.5
6

66
.6
4

29
.7
7

62
.2
1

7.
79

2.
82

2.
61

A
C
M
-D

B
L
P

H
its
@
1

39
.7
2

62
.6
9

70
.3
6

47
.8
8

51
.6
8

72
.1
1

74
.3
8

75
.7
9

H
its
@
5

72
.7
9

83
.8
1

90
.4
5

78
.4
1

81
.0
3

92
.8
4

93
.1
1

94
.0
7

H
its
@
10

83
.3
4

89
.7
4

94
.2
8

85
.6
3

87
.8
7

96
.0
1

96
.3
3

96
.7
6

M
R
R

54
.1
4

71
.7
4

77
.0
4

60
.7
2

63
.5
4

80
.5
6

82
.5
0

83
.1
8

T
im

e(
s)

21
.7
5

23
8.
27

58
6.
54

75
1.
29

13
35

.2
3

22
6.
24

59
.9
1

60
.4
6

A
llm

v-
Im

db
H
its
@
1

83
.4
8

56
.5
2

73
.0
3

69
.2
9

57
.0
5

95
.1
2

97
.1
2

97
.2
5

H
its
@
5

95
.8
7

72
.5
8

82
.4
6

80
.7
2

67
.5
6

96
.5
7

97
.4
4

97
.9
2

H
its
@
10

96
.8
4

78
.0
2

85
.6
3

84
.1
7

70
.5
3

96
.9
6

97
.6
2

98
.2
4

M
R
R

89
.0
6

64
.2
2

77
.0
0

74
.5
2

61
.4
4

95
.7
9

97
.4
2

97
.6
2

T
im

e(
s)

6.
74

94
.4
6

82
8.
55

97
1.
05

75
8.
7

55
.4
6

15
.7
6

14
.3
6

C
or
a

H
its
@
1

71
.0
2

99
.0
8

98
.9
4

86
.4
7

72
.6
8

99
.5
6

99
.6
0

99
.6
3

H
its
@
5

86
.2
5

99
.9
5

99
.8
6

98
.8
4

84
.4
5

10
0

10
0

10
0

H
its
@
10

88
.1
4

99
.9
7

99
.9
5

99
.4
0

85
.7
4

10
0

10
0

10
0

M
R
R

77
.3
4

99
.4
7

99
.3
5

92
.2
3

77
.6
8

99
.7
1

99
.7
5

99
.7
8

T
im

e(
s)

23
.3
8

24
.6
3

10
.8
5

7.
08

16
.5
7

7.
94

2.
31

2.
47

C
ite

se
er

H
its
@
1

63
.1
1

98
.8
7

95
.1
1

84
.6
7

66
.6
8

99
.7
7

99
.7
9

99
.8
6

H
its
@
5

69
.0
8

10
0

97
.1
0

99
.8
4

80
.5
8

10
0

10
0

10
0

H
its
@
10

69
.3
1

10
0

97
.3
7

99
.9
6

84
.7
9

10
0

10
0

10
0

123



World Wide Web (2025) 28 :22 Page 15 of 23 22

Ta
bl
e
3

co
nt
in
ue
d

D
at
as
et
s

M
et
ri
cs

F
I
N
A
L

W
A
l
i
g
n

N
e
t
T
r
a
n
s

B
R
I
G
H
T

N
e
X
t
A
l
i
g
n

P
A
R
R
O
T

R
E
S
A
l
i
g
n
-
W
S

R
E
S
A
l
i
g
n

M
R
R

65
.7
6

99
.4
2

96
.0
9

91
.9
2

72
.6
1

99
.8
6

99
.8
9

99
.9
1

T
im

e(
s)

84
.4
3

39
.0
5

26
.8
5

3.
96

11
.6
4

10
.2
3

4.
96

3.
62

PP
I

H
its
@
1

69
.3
1

88
.4
0

70
.0
8

66
.1
2

62
.0
2

88
.2
4

88
.5
3

88
.6
8

H
its
@
5

75
.1
8

91
.6
4

77
.9
3

77
.0
8

78
.4
3

91
.3
2

92
.5
6

92
.4
3

H
its
@
10

75
.3
2

93
.4
2

82
.2
4

80
.4
8

82
.7
4

93
.5
1

93
.7
1

93
.6
4

M
R
R

71
.8
9

90
.1
6

76
.6
4

71
.2
3

69
.0
2

90
.4
0

90
.4
7

90
.5
4

T
im

e(
s)

2.
48

10
.6
5

63
.3
0

3.
36

38
0.
63

4.
92

2.
54

1.
62

123



22 Page 16 of 23 World Wide Web (2025) 28 :22

For a dataset with |S∗| ground truth anchor links, we have Hits@k = # of hits
|S∗| . MRR is

computed by averaging the inverse of ground truth ranking for each node, i.e., MRR =
1

|S∗|
∑

(u,v)∈S∗ 1
rank(u,v)

. Note that Hits@1 and MRR directly reveal the accuracy of graph
alignment.

All experimental evaluations are performed using a 3090 GPU endowed with 24GB of
memory.We adhere to the default configurations of all baselines. To ensure a fair comparison,
we reimplement PARROT from its original MATLAB code into Python. In terms of the
semi-supervised setting, we follow the default setting of 20% anchor nodes as adopted by
the baselines. When varying different anchor ratios, we randomly sample 5%, 25%, 50%,
and 75% of the anchor set to obtain the anchor ratio of 1%, 5%, 10%, and 15% for our
experimental evaluation. This approach ensures a systematic and rigorous analysis of the
impact of anchor node ratios on the results. The source code will be made publicly available
upon the acceptance of the paper.

4.2 Comparison of model performance

First, we present the comparison in the semi-supervised setting. The results are shown in
Table 3, in which the bold font represents the best results, and the underlined numbers denote
the second-best results. We employ both metrics, i.e., Hits@k and MRR, to evaluate the
alignment accuracy, leading to similar qualitative conclusions. The proposed RESAlign
and its variant RESAlign-WS outperform all baselines by a notable margin on the real-
world datasets, demonstrating the effectiveness of our methods. On the Douban dataset, the
RESAlign improves the accuracy by nearly 10 points for both Hits@1 and MRR over
PARROT, the state-of-the-art approach. Additionally, we observe a 2-3 percentage point
absolute improvement on the ACM-DBLP and Allmv-Imdb datasets. The proposed meth-
ods also show certain advantages over the baselines on synthetic datasets. Compared to
RESAlign-WS, RESAlign achieves superior performance on real-world datasets, which
we attribute to its heterogeneous graph learningmodule thatmore effectively leverages anchor
nodes.

It can be concluded that OT-based methods consistently surpass embedding-based [6,
10, 30] and consistency-based methods [3, 8], coinciding with the analysis in [4], demon-
strating optimal transport as a powerful tool for modeling the graph alignment problem.
Moreover, compared to the non-learnable transport cost design [4], we incorporate anchor
node information frommultiple perspectives into the learnable cost, making the cost function
more flexible.When aligning two graphs with significant differences (e.g., Douban), both the
direct and indirect cost learning modules can leverage flexible node embeddings to integrate
rich graph information, thereby enhancing the model’s adaptability.

Meanwhile, Table 4 presents the performance of our model in the unsupervised setting
across three real-world datasets. The bold font represents the best results, and the underlined
numbers denote the second-best results. Our model consistently outperforms all baseline
methods, which can be attributed to our dual approach that simultaneously addresses both
node alignment and structural alignment. By integrating richer graph structural information
into the design of the transport cost, we enhance the learning of node representations, thereby
achieving superior results.

Furthermore, we compare the total cost of the anchor node pairs, as shown in Table 5.
Intuitively, anchor node pairs correspond to smaller transport costs. In contrast to thefixed cost
design in PARROT, which remains a constant, as our model converges, the cost associated
with the anchor node pairs decreases significantly, underscoring the effectiveness of the
adaptive cost design in RESAlign.
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Table 4 Comparison of model performance in the unsupervised setting across five methods

Datasets Metrics KNN GAlign GTCAlign GWL SLOTAlign RESAlign-WS

Douban Online-Offline Hits@1 27.55 45.26 61.79 3.29 51.43 64.58

Hits@5 42.31 67.71 76.83 8.32 73.43 82.56

Hits@10 49.28 78.00 82.29 9.93 77.73 85.60

MRR 35.01 56.32 69.77 5.79 61.29 76.70

ACM-DBLP Hits@1 36.25 70.20 60.92 56.36 66.04 71.45

Hits@5 66.83 87.23 75.60 77.09 85.84 89.91

Hits@10 76.22 91.36 79.97 82.18 87.76 93.15

MRR 38.59 77.49 67.67 64.82 73.76 79.53

Allmv-Imdb Hits@1 30.36 82.14 84.73 87.82 90.60 95.47

Hits@5 47.14 86.35 89.89 92.31 92.75 97.14

Hits@10 54.25 90.03 91.32 92.83 93.14 97.41

MRR 38.59 84.96 87.12 89.64 91.61 96.61

4.3 Further analysis of the proposedmodel

4.3.1 Robustness analysis

To test the robustness of our model, we conduct comparative experiments with PARROT
on three real-world datasets, Douban, ACM-DBLP and Allmv-Imdb. We randomly perturb
0-50% of the edges in the target graph. The proposed model significantly surpasses PARROT
with different levels of noise, and the performance gap progressively increases with the noise
level (Figure 2). Especially for ACM-DBLP and Allmv-Imdb, when the perturbation rate
reaches 35%, our model remains an identical performance of PARROT on the original graph.
We attribute the robustness of our model to its adaptive cost design. Fixed transport costs are
often susceptible to structural differences across various graph datasets, as they fail to adapt to
the unique characteristics of different graph structures, leading to a lack of generalization. In
contrast, a flexible node embedding approach, augmented by the use of anchor nodes, enables
the model to adapt to different graph noises, thereby enhancing stability and robustness.

4.3.2 Running time and convergence analysis

We report the runtime when the model converges, as shown in Table 3. The OT-based meth-
ods, PARROT and RESAlign, achieve shorter runtime while maintaining higher accuracy.
Compared to PARROT, the proposed RESAlign achieves a 3-4x improvement in efficiency.

Table 5 The total cost of anchor node pairs across three real-world datasets, with smaller values being
preferable

Datasets Douban Online-Offline ACM-DBLP Allmv-Imdb

PARROT 84.21 469.42 382.03

RESAlign 0.38 1.22 3.24
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Figure 2 Prediction accuracy vs. noise level

This is primarily attributed to the strong expressive power of our method, which allows the
model to converge with few epochs (in Figure 3), and the fact that the matrix multiplication
in Gromov-Wasserstein learning can fully leverage the computing power of GPUs. However,
the efficiency of PARROT is severely constrained by the computationally intensive Random
Walk with Restart (RWR) process on the product graph. In contrast, while FINAL achieves
shorter runtime on some datasets, it demonstrates suboptimal performance.

We evaluate the convergence of the model on three real-world datasets. As shown in
Figure 3, with more epochs, the prediction accuracy gradually increases along with the con-
tinuously decreasing of the loss, and the model finally converges.

4.3.3 Impact of anchor ratio

As illustrated in Figure 4, we present a comparative visualization of the performance (MRR)
between the proposed RESAlign and the state-of-the-art method, PARROT, across different
anchor ratios. It is evident that the performance of both models improves progressively as the
anchor ratio increases. Notably, even at a low anchor ratio of 5%, RESAlign demonstrates

Figure 3 Convergence analysis on three real-world datasets
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Figure 4 MRR vs. anchor ratio

competitive performance compared to PARROT, validating the effectiveness of RESAlign
in scenarios with limited anchor nodes.

4.3.4 Ablation study

To validate the effectiveness of each component, we conduct the ablation study in Figure 5.
In particular, W/O Aug-Adj represents RESAlign without the augmented graph structure
for indirect cost modeling (9), while W/O WD denotes the model without the anchor-based
direct cost learning module (13). W/O Loss-Embedding and W/O Loss-Cost represent the
model without the embedding-based objective (16) and the cost-based objective (17), respec-
tively. Each module contributes to the overall performance. It can also be observed that the
augmented graph structure in GWD plays a crucial role. We attribute this to the inherent suit-
ability ofGWD for cross-domain alignment tasks, as it primarilymodels structural alignment,
with the augmented graph structure further enhancing its effectiveness.

4.3.5 Sensitivity analysis

We further analyze the model’s performance across different feature dimensions and values
of α and ε, as shown in Figure 6, with α representing the weight hyperparameter for the
WD term, and ε being the coefficient for entropic regularization of OT. Overall, the model
achieves consistently high performance, with the optimal configuration found at a feature
dimension of 128, α = 0.2, and ε = 0.03.

Figure 5 Ablation study on three
real-world datasets
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Figure 6 Impact of hyperparameters

5 Related work

5.1 Graph alignment

Existing semi-supervised methods can be roughly categorized into consistency-based,
embedding-based, and optimal transport (OT)-based solutions. Consistency-based approaches
[8, 37] usually assume the existence of a noisy permutation between the aligned graphs and
put emphasis on local topology and attribute consistency. Embedding-based methods com-
pute low-dimensional node embeddings through matrix factorization [38], Random Walk
with Restart (RWR) [6, 39], and adversarial learning [40, 41], ensuring anchor node pairs
to have close embeddings. A recently proposed method [4] formulates graph alignment as
an optimal transport problem and devises the transport cost inspired by RWR for the align-
ment process. The typical setting is to exploit 20 percent of node pairs as anchor links [4].
Another line of existing studies focuses on unsupervised graph alignment without anchor
node pairs. Well-adopted techniques include graph augmentation [31, 36], adversarial learn-
ing with GNN [30], and OT-based graph alignment [11, 12, 42, 43], which generally relies
on hand-crafted cost design. Besides, the entity alignment problem has also been extensively
studied for knowledge graphs [44–50], e.g., for multimodal entity-relation extraction [51].

5.2 Optimal transport

Optimal Transport (OT) is used to compare two probability distributions with a convex
linear program. Given the cost that measures the distance between two distributions, it can
be interpreted as moving the mass from the source distribution to the target with minimal
expected total cost. In particular, theGromov-Wasserstein distance [15] extendsOT to ground
spaces that are not pre-registered,which leads to a non-convex quadratic program for transport
computation. OT-based distances find their applications in matching tasks, including shape
matching [52] and multi-modal alignment [48, 53]. A bunch of OT-based methods for graph
matching has been proposed [11, 12, 54, 55], with most of them under the unsupervised
scenario.
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6 Conclusion and future work

WepresentRESAlign, a robust semi-supervised graph alignment framework that effectively
addresses cross-domain graph alignment through a dual-perspective approach with optimal
transport. The RESAlign employs multi-objective loss functions and anchor-assisted het-
erogeneous graph learning modules, efficiently integrating anchor links into the flexible
design of the transport cost. These innovations enable the model to adapt to varying graph
structural differences, ensuring strong robustness. Moreover, a weight-sharing mechanism is
used to map node embeddings into a unified space, facilitating compatibility with unsuper-
vised scenarios. Finally, extensive experiments validate the effectiveness of RESAlign.

We also point out the limitations of the proposed RESAlignmethod. Although it demon-
strates outstanding performance in modeling graph alignment using optimal transport across
a wide range of datasets, the high computational complexity associated with using GWD
for structural alignment presents scalability challenges. As a result, improving scalability
will be a central focus of our future work, for example, by sparsifying the computation of
GWD [20]. Furthermore, in semi-supervised scenarios, the selection strategy of anchor nodes
and its impact on alignment accuracy represent a promising direction for future research.
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