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Multi-way join, which refers to the join operation among multiple tables, is widely used in database systems.

With the development of the Internet and social networks, a new variant of the multi-way join query has

emerged, requiring continuous monitoring of the query results as the database is updated. This variant is

called continuous multi-way join. The join order of continuous multi-way join significantly impacts the

operation’s cost. However, existing methods for continuous multi-way join order selection are heuristic, which

may fail to select the most efficient orders. On the other hand, the high-cost order computation will become

a system bottleneck if we directly transfer join order selection algorithms for static multi-way join to the

dynamic setting. In this paper, we propose a new Adaptive Join Order Selection algorithm for the Continuous
multi-way join queries named AJOSC. It uses dynamic programming to find the optimal join order with a

new cost model specifically designed for continuous multi-way join. We further propose a lower-bound-based

incremental re-optimization algorithm to restrict the search space and recompute the join order with low

cost when data distribution changes. Experimental results show that AJOSC is up to two orders of magnitude

faster than the state-of-the-art methods.
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1 Introduction
Multi-way join combines tuples in multiple tables based on the join predicates. It is widely used

in database systems [9, 30, 33]. With the development of the Internet and social networks, a new

variant of the multi-way join query has emerged, called continuous multi-way join. It requires

continuous monitoring of the query results as the database is updated. Continuous multi-way join

queries are widely used in applications such as sales management [44] and fraud detection [20, 33].

For example, the newly added results of some cyclic joins signal recent fraudulent activities in

e-commerce databases [33].
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The update stream in a continuous multi-way join is composed of a sequence of tuple insertions

and deletions. A query 𝑄 is previously registered in the database system, and for each insertion

(or deletion), we need to find and report the added (or deleted) results in the result set of 𝑄 . These

results must contain the updated tuple 𝑡 . Thus, these results are derived from joining the updated

table containing only tuple 𝑡 with other tables. For example, in Figure 1, the query 𝑄 joins table

𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 and𝑇𝑍 in database 𝐷 . When tuple 𝑡0
𝑆
is added to table𝑇𝑆 , Δ𝑄 (𝐷) is the join results

of table 𝑇𝑅,Δ𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 and 𝑇𝑍 where table Δ𝑇𝑆 only contains tuple 𝑡0
𝑆
.

Join order is the order in which tables are joined during the execution of a multi-way join. Join

order influences the number of intermediate results generated and is therefore important to query

performance. In continuous multi-way join, the join always starts at the updated table, since this

table contains only the updated tuple and all updated results contain this tuple. But the other tables

still need to be carefully ordered to optimize query efficiency. Thus, for every table, we select and

store the join order starting from it. Whenever a table is modified by tuple insertion or deletion, we

follow the stored join order that starts from it to compute the updated results.

Multiple join order selection algorithms in static settings have been proposed, including greedy

[22] and dynamic programming methods [37]. However, there are few previous works in the

dynamic settings. The existing algorithms for join order selection of continuous multi-way join

queries are based on heuristics [28], which may select suboptimal orders. On the other hand, if we

transform the dynamic programming algorithms in static settings [37] to the dynamic settings, we

can select optimal join orders, but high selection costs will be introduced.
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Fig. 1. An example of a database 𝐷 where a query 𝑄 that joins table 𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 and 𝑇𝑍 is executed.

The dynamic programming algorithm in static settings (abbr. StaticDP) chooses the optimal

order 𝑇1 → 𝑇2 → ... → 𝑇𝑛 of a query 𝑄 in descending order of 𝑖 . When deciding 𝑇𝑖 , the tables

𝑇𝑛,𝑇𝑛−1, ...,𝑇𝑖+1 have been chosen. The remaining unordered tables and the join conditions among

them form a subquery 𝑃 . 𝑇𝑖 is chosen to minimize the estimated computation cost of 𝑃 , where 𝑃 ’s

result is computed by first joining (𝑃 − {𝑇 }) using the optimal order, and then join (𝑃 − {𝑇 })’s
result with table 𝑇 .

However, two challenges will arise if we apply this method to tackle continuous multi-way join

queries in the dynamic settings, which limits its efficiency.

Challenge 1: Its costmodel brings large order selection overhead in the dynamic settings,
since multiple costs need to be estimated for each subquery. Note that we need to estimate

the computation costs of a series of subqueries in the order selection process of StaticDP. In the

dynamic settings, when the updated table changes, the computation cost of a subquery 𝑃 also

changes. This occurs for two reasons. First, the query execution must start from the updated table

in the dynamic settings, thus the updated table influences the join order. Second, only the updated

tuple is included in the updated table when executing the query, thus the updated table influences
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the cardinality distribution. Hence, multiple computation costs must be calculated for the same

subquery, increasing the order selection overhead.

Example 1.1. Consider step 2 and 3 depicted in Figure 1. In this figure, an edge between a pair

of tuples indicates that the pair of tuples satisfies the join condition between the tables. For the

subquery 𝑃 that joins table𝑇𝑅 and𝑇𝑆 , when the updated table is𝑇𝑅 (step 2), the join order is𝑇𝑅 → 𝑇𝑆 .

Since the tuple 𝑡0
𝑅
is added, the table Δ𝑇𝑅 = {𝑡0

𝑅
}. In this case, we join {𝑡0

𝑅
} with all 11 tuples in

𝑇𝑆 . In contrast, when the updated table is 𝑇𝑆 (step 3), the order of this subquery is 𝑇𝑆 → 𝑇𝑅 . Since

the tuple 𝑡0
𝑆
is deleted, the table Δ𝑇𝑆 = {𝑡0

𝑆
}. In this case, we join {𝑡0

𝑆
} with 1 tuple 𝑡0

𝑅
in 𝑇𝑅 . This

shows that the computation cost of the subquery 𝑃 when the updated table is 𝑇𝑆 (step 3) is much

lower than when the updated table is 𝑇𝑅 (step 2). Thus, two computation costs are needed for the

subquery 𝑃 in the dynamic settings.

Challenge 2: dynamic change of data distribution necessitates order recomputation.
With tuples inserted or deleted, the data distribution might change, so the previously optimal

join order might become suboptimal, causing performance degradation. As a result, we need to

recompute the optimal join orders when the data distribution changes, which significantly increases

the order selection overhead.

In this paper, we propose a novel adaptive join order selection algorithm for continuous multi-

way joins (AJOSC), to identify high-quality join orders with low overhead in the dynamic settings.

We propose the following techniques that address the aforementioned challenges and distinguish

AJOSC from prior arts.

Firstly, to tackle challenge 1, we introduce a new cost model, the Look-Ahead Cost (abbr. LA
cost) which enables cost estimations to be shared across updated tables for the same subquery.

The LA cost of a subquery 𝑃 is defined as the cost to use a single instance of 𝑃 to compute the

corresponding results of 𝑄 that contains this instance, where an instance is one row in 𝑃 ’s results.

Different from the computation cost of 𝑃 used in StaticDP, the LA cost is not influenced by the

updated table. Therefore, each subquery only needs one LA cost. Furthermore, we propose an order

selection algorithm that is based on LA cost and searches the optimal join orders with the aid of a

cost dependency graph (abbr. CDG). We can prove that the time complexity of our order selection

algorithm is 𝑛 times smaller than StaticDP, where 𝑛 is the number of tables in the multi-way join.

Secondly, to address challenge 2, we propose an incremental reordering algorithm to update the

join orders when data distribution changes significantly. We keep monitoring statistics about data

distribution in the database. When a significant change is observed, our incremental algorithm

only carries out recomputation in a small area of the CDG which is influenced by the changes. This

reduces recomputation costs. Moreover, we propose a lower-bound-based method. It delays the

update of node values in CDG when they will not affect the optimal order, and further reduces the

recomputation cost.

Thirdly, we design a set of mechanisms to decide when to trigger the join reordering. A naive

approach is to trigger reordering when a statistic changes beyond a predefined threshold. But this

approach can lead to unnecessary reorderings when encountering outliers in statistics, which brings

a large overhead. The reasons are as follows. We monitor statistics by maintaining a weighted

average of collected values in query execution, where recent values are assigned higher weights to

capture the most recent trend. This may cause fluctuations in the statistics if outliers are collected

recently, which triggers unnecessary reorderings. To fix this, we propose the reordering delay

mechanism that delays reordering unless changes in statistics are sustained, thus mitigating the

effects of outliers.

To sum up, our main contributions are as follows:
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• We propose a new cost model named LA cost suitable for join order selection in continuous

multi-way join. Based on the LA cost, we propose a cost dependency graph-based dynamic

programming algorithm to select optimal join orders with low cost.

• We propose an incremental order recomputation method which decreases the cost of order

recomputation when the data distribution changes.

• We propose a reordering delay mechanism to decide the timing of updating the join orders

which avoids unnecessary reorderings.

• We conduct extensive experiments to evaluate the performance of AJOSC. AJOSC accelerates

the queries by up to two orders of magnitude compared to existing algorithms.

2 Preliminaries
Definition 2.1 (Multi-way Join Query). A multi-way join query 𝑄 can be formulated as {𝑉 , 𝐸}.

𝑉 is a multiset where its unique elements form a subset of the tables in the database 𝐷 . The set 𝐸

consists of join conditions among these tables, in the form of 𝑇1.𝑎1 = 𝑇2.𝑎2, where 𝑎1 and 𝑎2 denote

attributes in the table. The result set of a query 𝑄 in the database 𝐷 , denoted 𝑄 (𝐷), is a set of tuple
concatenations. Each concatenation in 𝑄 (𝐷) contains exactly one tuple from each table in 𝑉 , and

the tuples satisfy all the join conditions in 𝐸. We call such a concatenation an instance of the query
𝑄 , denoted as 𝑖𝑛𝑠𝑡 (𝑄).

Note that𝑉 is a multiset since a query can include multiple copies of the same table. For example,

an instance of the query with𝑉 = {𝑇𝑅,𝑇𝑆1 ,𝑇𝑆2 } and 𝐸 = {𝑇𝑅 .𝑎1 = 𝑇𝑆1 .𝑎1,𝑇𝑅 .𝑎2 = 𝑇𝑆2 .𝑎1} may appear

in the form (𝑡0
𝑅
, 𝑡0
𝑆
, 𝑡1
𝑆
). Here, 𝑇𝑆1 and 𝑇𝑆2 are copies of table 𝑇𝑆 , while 𝑡0𝑆 and 𝑡1

𝑆
are tuples in table 𝑇𝑆 .

In this paper, we represent a query as {𝑇1,𝑇2, ...,𝑇𝑛} where
𝑇1,𝑇2, ...,𝑇𝑛 are all the tables in 𝑉 . And we represent an instance as (𝑡1, 𝑡2, ..., 𝑡𝑛) where 𝑡𝑖 ∈ 𝑇𝑖 .

Example 2.2. This is a multi-way join query where we join the tables 𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 ,𝑇𝑍 to-

gether:

SELECT * FROM 𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 ,𝑇𝑍 WHERE

𝑇𝑅.s_id = 𝑇𝑆 .id AND 𝑇𝑊 .r_id = 𝑇𝑅.id

AND 𝑇𝑆 .w_id = 𝑇𝑊 .id AND 𝑇𝑊 .year = 𝑇𝑋 .year

AND 𝑇𝑌 .x_id = 𝑇𝑋 .id AND 𝑇𝑍 .id = 𝑇𝑋 .z_id

We represent this query as {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 ,𝑇𝑍 }. For the database 𝐷 shown in Figure 1, the

concatenation (𝑡0
𝑅
, 𝑡0
𝑆
, 𝑡0
𝑊
, 𝑡0
𝑋
, 𝑡0
𝑌
, 𝑡0
𝑍
) is an instance of the query {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 ,𝑇𝑍 }.

In this paper, we focus on queries with equi-join conditions, but our algorithm can also be

extended to other join conditions. As we focus on join order selection, we do not consider other

operations such as select, project, and aggregate in this paper.

Definition 2.3 (Update Stream). An update stream is a constant flow of update operations

that describes the update process of a database. An update operation is a triple (𝑇, 𝑡, 𝑜𝑝) where
𝑜𝑝 = +(𝑜𝑟 −), which means adding (or deleting) a tuple 𝑡 from a table 𝑇 .

Definition 2.4 (Continuous Multi-way Join). Given a database and an update stream, a contin-

uous multi-way join is a previously registered and continuously monitored multi-way join query.

For each update 𝑑 in the update stream, we need to compute Δ𝑄 (𝐷,𝑑) = 𝑄 (𝐷 + 𝑑.𝑡) − 𝑄 (𝐷) (if
𝑑.𝑜𝑝 = +) or 𝑄 (𝐷) −𝑄 (𝐷 − 𝑑.𝑡) (if 𝑑.𝑜𝑝 = −), i.e., to compute the change of the result set induced

by the update.

Note that Δ𝑄 (𝐷, (𝑇, 𝑡, 𝑜𝑝))) = 𝑄 (𝐷 ′), where 𝐷 ′ is the same as 𝐷 except that the updated table 𝑇

is replaced by Δ𝑇 = {𝑡}.
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Example 2.5. For the query in Example 2.2, when the update operation𝑑 = (𝑇𝑅, 𝑡0𝑅, +) is performed

on the database, Δ𝑄 (𝐷,𝑑) are the results of the query
SELECT * FROM Δ𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 ,𝑇𝑍 WHERE

Δ𝑇𝑅.s_id = 𝑇𝑆 .id AND 𝑇𝑊 .r_id = Δ𝑇𝑅.id

AND 𝑇𝑆 .w_id = 𝑇𝑊 .id AND 𝑇𝑊 .year = 𝑇𝑋 .year

AND 𝑇𝑌 .x_id = 𝑇𝑋 .id AND 𝑇𝑍 .id = 𝑇𝑋 .z_id

where the table Δ𝑇𝑅 contains only tuple 𝑡0
𝑅
.

Definition 2.6 (Join Graph). A join graph of a query𝑄 is a labeled, undirected graph. Each vertex

in the join graph uniquely represents a table in 𝑄.𝑉 , while each edge in the join graph uniquely

represents a join condition in 𝑄.𝐸. The endpoints of each edge represent the two tables involved in

the join condition.

For example, the join graph in Figure 2 represents the SQL query in Example 2.2.

𝑇𝑊𝑇𝑅

𝑇𝑆

𝑇𝑋

𝑇𝑌

𝑇𝑍

Fig. 2. An example join graph

Definition 2.7 (Subquery). A subquery 𝑃 of a multi-way join query𝑄 = {𝑉 , 𝐸} can be formulated

as another multi-way join query {𝑉 ′, 𝐸′}. Here, 𝑉 ′ ⊆ 𝑉 , and 𝐸′ consists of the join conditions in 𝐸

that involve only tables in𝑉 ′. We use the notation 𝑖𝑛𝑠𝑡 (𝑃) ⊆ 𝑖𝑛𝑠𝑡 (𝑄) to indicate that for all𝑇𝑖 ∈ 𝑉 ′,
𝑖𝑛𝑠𝑡 (𝑃).𝑡𝑖 = 𝑖𝑛𝑠𝑡 (𝑄).𝑡𝑖 .

Example 2.8. Here is the subquery {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 } of the query {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 ,𝑇𝑌 ,𝑇𝑍 } in Example

2.2.

SELECT * FROM 𝑇𝑅,𝑇𝑆 ,𝑇𝑊 ,𝑇𝑋 WHERE

𝑇𝑅.s_id = 𝑇𝑆 .id AND 𝑇𝑊 .r_id = 𝑇𝑅.id

AND 𝑇𝑆 .w_id = 𝑇𝑊 .id AND 𝑇𝑊 .year = 𝑇𝑋 .year

The instance (𝑡0
𝑅
, 𝑡0
𝑆
, 𝑡0
𝑊
, 𝑡0
𝑋
) ⊆ (𝑡0

𝑅
, 𝑡0
𝑆
, 𝑡0
𝑊
, 𝑡0
𝑋
, 𝑡0
𝑌
, 𝑡0
𝑍
) because tuples 𝑡0

𝑅
, 𝑡0
𝑆
, 𝑡0
𝑊
, 𝑡0
𝑋
are the same in the

two instances.

Definition 2.9 (Join Order). The join order in the context of a continuous multi-way join query

under an update (𝑇, 𝑡, 𝑜𝑝) refers to the sequence of subqueries, denoted 𝑃1 → 𝑃2 → . . . → 𝑃𝑛 ,

which plays a crucial role in the execution of the query. This sequence satisfies the following

conditions:

(1) 𝑃1 = {Δ𝑇 }, where 𝑇 is the updated table and Δ𝑇 = {𝑡}.
(2) 𝑃𝑛 = 𝑄 .

(3) For any 𝑖 , 𝑃𝑖+1 contains one more table compared to 𝑃𝑖 .

The computation of a continuous multi-way join query under update (𝑇, 𝑡, 𝑜𝑝) involves executing
multiple subqueries in a join order 𝑃1 → 𝑃2 → . . .→ 𝑃𝑛 .

Since 𝑃𝑖+1 contains one more table compared to 𝑃𝑖 , the join order can also be represented as a

sequence of tables 𝑇1 → 𝑇2 → . . .→ 𝑇𝑛 , where:

(1) 𝑇1 = Δ𝑇 denotes the updated table;

(2) 𝑇𝑖 = 𝑃𝑖 .𝑉 − 𝑃𝑖−1 .𝑉 denotes the 𝑖-th table to join.

In subsequent sections, these two representations of join order will be used interchangeably.
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Note that the join graph of every 𝑃𝑖 must be connected. If a subquery’s join graph is disconnected,

its results become a Cartesian product of the results of its connected components, leading to

numerous subquery results and high computation costs. Therefore, we define a subquery as valid
if its join graph is connected. Any mention of a subquery hereafter will imply a valid subquery by

default.

Problem Statement. Join order selection for continuous multi-way join queries determines the

join orders that optimize the execution efficiency of these queries.

Definition 2.10 (Partial Join Order). The partial join order starting at a subquery 𝑃 refers to

a segment of a join order sequence that starts from 𝑃 and ends with the final query 𝑄 , denoted

𝑃 𝑗 → 𝑃 𝑗+1 → . . .→ 𝑃𝑛 , where 𝑃 𝑗 = 𝑃 and 𝑃𝑛 = 𝑄 . The partial join order can also be represented

as a sequence of tables 𝑇𝑗+1 → 𝑇𝑗+2 → . . . → 𝑇𝑛 , where 𝑇𝑖 = 𝑃𝑖 .𝑉 − 𝑃𝑖−1.𝑉 ( 𝑗 + 1 ⩽ 𝑖 ⩽ 𝑛). In
subsequent sections, these two representations of the partial join order will be used interchangeably.

We define 2 notations about the partial join order here.

(1) 𝜙𝑃 denotes a partial join order starting at 𝑃 .

(2) 𝑁 (𝑃) denotes table 𝑇𝑗+1 in the optimal partial order 𝑇𝑗+1 → 𝑇𝑗+2 → . . . → 𝑇𝑛 , i.e. the next

table to join after 𝑃 in the optimal partial order.

Table 1. The notation table

Notation Description
𝑡𝑇 a tuple in table 𝑇

𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ )
Set of tuples 𝑡𝑇 that satisfy the join conditions between 𝑇 ′ and 𝑇 with a

given tuple 𝑡𝑇 ′

𝑖𝑛𝑠𝑡 (𝑄) / 𝑖𝑛𝑠𝑡 (𝑃) Instance of the query 𝑄/ subquery 𝑃

𝑖𝑛𝑠𝑡 (𝑃) ⊆ 𝑖𝑛𝑠𝑡 (𝑄) 𝑖𝑛𝑠𝑡 (𝑃) has consistent tuple with 𝑖𝑛𝑠𝑡 (𝑄) for each table in 𝑃

𝜙𝑃 a partial join order starting at the subquery 𝑃

𝐶𝑎𝑛𝑑𝑁 (𝑃) Candidate tables for the next table to join after 𝑃 , where tables inside 𝑃

have been ordered

𝐶𝑎𝑛𝑑𝐿(𝑃) Candidate tables for the last table to join in 𝑃 , where tables outside 𝑃

have been ordered

𝑁 (𝑃) The next table to join after 𝑃 in the optimal partial order

Definition 2.11 (Candidate Table). When selecting a join order 𝑇1 → 𝑇2 → ...→ 𝑇𝑛 , the set of

candidate tables for 𝑇𝑖 includes all tables that can potentially be ordered in the 𝑖-th position (𝑖 ≥ 2)

without inducing invalid subqueries.

In this paper, we select the join order either with a back-to-front manner (in StaticDP) or with

a front-to-back manner (in AJOSC). In the former case, when we select 𝑇𝑖 , tables 𝑇𝑖+1 ∼ 𝑇𝑛 have

been chosen. The unordered tables form a subquery 𝑃 , and 𝑇𝑖 is the last table to join in 𝑃 . We

use 𝐶𝑎𝑛𝑑𝐿(𝑃) to denote the candidate tables of 𝑇𝑖 . A table is selected into 𝐶𝑎𝑛𝑑𝐿(𝑃) only if the

remaining tables in 𝑃 are connected after removing it. In the latter case, when we select 𝑇𝑖 , tables

𝑇1 ∼ 𝑇𝑖−1 have been chosen. The ordered tables form a subquery 𝑃 , and 𝑇𝑖 is the next table to join

after 𝑃 . We use 𝐶𝑎𝑛𝑑𝑁 (𝑃) to denote the candidate tables of 𝑇𝑖 . A table is selected into 𝐶𝑎𝑛𝑑𝑁 (𝑃)
only if it is connected to at least one table in 𝑃 .

Table 1 presents the notations in this paper.
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3 StaticDP and Its Limitations
In this section, we introduce the dynamic programming algorithm in static settings (abbr. StaticDP)

[37] and then discuss its limitation when transferred to the dynamic setting. It explains our

motivation to design the new techniques in the following sections.

The dynamic programming algorithm in static settings computes the optimal order by recursively

deciding 𝑇𝑖 with a decreasing order of 𝑖 , i.e. from 𝑇𝑛 to 𝑇1. To decide which table should be 𝑇𝑖 , the

algorithm computes the estimated costs for each candidate table and then selects the one with the

lowest estimated cost. Specifically, 𝑇𝑖 should be decided by

𝑇𝑖 = 𝐴𝑟𝑔𝑚𝑖𝑛𝑇 ∈𝐶𝑎𝑛𝑑𝐿 (𝑃 ) (𝑆𝐶𝑜𝑠𝑡 (𝑃 − {𝑇 }) + 𝑆 𝐽𝐶 (𝑃 − {𝑇 },𝑇 ))

where

(1) 𝑃 = {𝑇1,𝑇2, ...,𝑇𝑖 };
(2) 𝑆𝐶𝑜𝑠𝑡 (·) is the cost of computing results of a subquery using the optimal order;

(3) 𝑆 𝐽𝐶 (·) is the cost to join the result of a subquery with a table.

The join cost 𝑆 𝐽𝐶 (·) is estimated by cardinality estimation, and 𝑆𝐶𝑜𝑠𝑡 (𝑃) is recursively computed

by {
𝑆𝐶𝑜𝑠𝑡 (𝑃) = min

𝑇 ∈𝐶𝑎𝑛𝑑𝐿 (𝑃 )
(𝑆𝐶𝑜𝑠𝑡 (𝑃 − {𝑇 }) + 𝑆 𝐽𝐶 (𝑃 − {𝑇 },𝑇 ))

𝑆𝐶𝑜𝑠𝑡 ({𝑇 }) = 0,∀𝑇 ∈ 𝑄
Note that during the process of selecting an order, 𝑆𝐶𝑜𝑠𝑡 (𝑃) of every valid subquery 𝑃 needs to

be calculated.

When transferred to continuous multi-way join, there are 2 limitations that decrease the perfor-

mance of StaticDP.

Firstly, its cost model brings large order selection overhead in the dynamic setting. In continuous

multi-way join, we need to start query execution from the updated table, thus different updated

tables result in different optimal join orders for the same subquery. Moreover, only one updated

tuple is included in the updated table in query execution, thus different updated tables also result

in different cardinality distributions. As a result, the same subquery 𝑃 will get different 𝑆𝐶𝑜𝑠𝑡 (𝑃)
when the updated table is different. Thus, we need to estimate multiple costs for each subquery,

which brings large order selection overhead.
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Fig. 3. The search process when the updated table is 𝑇𝑅 and 𝑇𝑆 respectively.
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Example 3.1. Figure 3 shows a database and the search process following the optimal order

when the updated tables are 𝑇𝑅 and 𝑇𝑆 , respectively. The process of computing the change of

the subquery {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 } is shown in purple rounded rectangles. For the subquery {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 }, 5
instances appear in the search process starting from table 𝑇𝑅 , while only 3 instances appear in the

search process starting from table 𝑇𝑆 . Hence, 𝑆𝐶𝑜𝑠𝑡 ({Δ𝑇𝑅,𝑇𝑆 ,𝑇𝑊 }) and 𝑆𝐶𝑜𝑠𝑡 ({𝑇𝑅,Δ𝑇𝑆 ,𝑇𝑊 }) are
different. Similarly, 𝑆𝐶𝑜𝑠𝑡 ({𝑇𝑅,𝑇𝑆 ,Δ𝑇𝑊 }) is also a different cost. Therefore, we need to compute

3 costs for subquery {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 } in the dynamic settings, but only 1 in static settings. Thus, the

overhead is larger in the dynamic settings.

This leads to a higher time complexity of StaticDP in the dynamic settings than static ones.

Theorem 3.2. The time complexity of StaticDP is 𝑂 (𝑛2𝑛) in static settings, but 𝑂 (𝑛22𝑛) in the
dynamic settings (𝑛 = |𝑄.𝑉 |).

Proof. In StaticDP in static settings, the order selection time is dominated by the time to compute

𝑆𝐶𝑜𝑠𝑡 (𝑃) for all subqueries 𝑃 . For a query with |𝑄.𝑉 | = 𝑛, there are 𝑂 (2𝑛) possible subqueries.
To compute 𝑆𝐶𝑜𝑠𝑡 (𝑃) for any subquery 𝑃 , we need to evaluate 𝑆 𝐽𝐶 (𝑃 − {𝑇 },𝑇 ) for each table 𝑇

in 𝐶𝑎𝑛𝑑𝐿(𝑃). This process has an overhead of 𝑂 (𝑛) for a single subquery. Therefore, when we

consider both the number of subqueries and the overhead to compute their costs, the resulting time

complexity is 𝑂 (𝑛2𝑛).
In the dynamic settings, the overhead to compute one cost is 𝑛 and there are 𝑂 (2𝑛) possible

subqueries, as is the case in static settings. However, in the dynamic settings, for every subquery

𝑃 , we need to estimate |𝑃 .𝑉 | costs, and |𝑃 .𝑉 | = 𝑂 (𝑛). Thus, the time complexity in the dynamic

settings is 𝑂 (𝑛22𝑛).
□

Secondly, StaticDP lacks an efficient order recomputation method. When the data distribution

changes, we need to update the stored join orders to keep them optimal. However, as there is no

incremental order recomputation method in StaticDP, we have to compute all the orders from

scratch, which further increases the overhead.

To address the above two limitations, we propose three key techniques in AJOSC: First, we

propose a new cost model, LA cost, specialized for continuous multi-way joins, which will be

introduced in Section 4. Second, we propose an incremental order recomputation method in Section

5. Third, we propose a set of mechanisms to decide when to trigger the order recomputation in

Section 6.

4 Order Computation with LA Cost
4.1 LA Cost
In this subsection, we introduce the LA cost, which facilitates sharing cost estimation across

different updated tables for the same subquery. Because a single LA cost suffices for each subquery,

the overhead of AJOSC is much smaller than that of StaticDP in the dynamic settings.

4.1.1 Definition of LA Cost
For every subquery 𝑃 , we compute its LA cost 𝐿𝐴(𝑃). 𝐿𝐴(𝑃) is the expected cost to use an instance

of 𝑃 to compute the results of 𝑄 that contains this instance following the optimal order. There are

2 differences between 𝐿𝐴(𝑃) and the 𝑆𝐶𝑜𝑠𝑡 (𝑃) of StaticDP algorithm:

• 𝐿𝐴(𝑃) is the cost to compute the results of 𝑄 using results of 𝑃 , while 𝑆𝐶𝑜𝑠𝑡 (𝑃) is the cost
to compute results of 𝑃 according to the updated tuple. As stated above, the execution of

a continuous multi-way join query starts from the updated table. Because all subqueries 𝑃

that we explore contain the updated table, the cost of joining 𝑃 will be influenced by the
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updated table. On the other hand, as the updated table is not involved in the process of using

𝑃 ’s result to compute 𝑄 ’s results, the optimal order and the computation cost of this process

will not be influenced by it. For example, in Figure 3, the search processes in the two blue

rounded rectangles are the same, but those in the purple rounded rectangles are different.

• 𝐿𝐴(𝑃) is defined for only an instance of 𝑃 , while 𝑆𝐶𝑜𝑠𝑡 (𝑃) is defined for all instances of

𝑃 related to the updated tuple. When the updated tables differ, the number of calculated

instances of 𝑃 might differ, but 𝐿𝐴(𝑃) is irrelevant to it. For example, in Figure 3, there are

two instances of {𝑇𝑅,𝑇𝑆 ,𝑇𝑊 } when the updated table is𝑇𝑅 and one instance when the updated

table is 𝑇𝑆 . But 𝐿𝐴({𝑇𝑅,𝑇𝑆 ,𝑇𝑊 }) is only related to the search process in the blue rounded

triangle, thus the same.

4.1.2 Computation of LA Cost
In this subsection, we discuss how to compute the LA cost. The LA cost 𝐿𝐴(𝑃) is the minimum

expected cost to use one instance 𝑖𝑛𝑠𝑡 (𝑃) to compute {𝑖𝑛𝑠𝑡 (𝑄) | 𝑖𝑛𝑠𝑡 (𝑃) ⊆ 𝑖𝑛𝑠𝑡 (𝑄)} among all

possible partial join orders. 𝐿𝐴(𝑃) can be computed as

𝐿𝐴(𝑃) =𝑚𝑖𝑛𝜙𝑃
𝑐𝑜𝑠𝑡 (𝜙𝑃 )

where 𝑐𝑜𝑠𝑡 (𝜙𝑃 ) is the expected cost to compute {𝑖𝑛𝑠𝑡 (𝑄) | 𝑖𝑛𝑠𝑡 (𝑃) ⊆ 𝑖𝑛𝑠𝑡 (𝑄)} given an instance

𝑖𝑛𝑠𝑡 (𝑃) using the partial join order 𝜙𝑃 .

The 𝑐𝑜𝑠𝑡 (𝜙𝑃 ) can be divided into two parts. The first part is the expected cost to join 𝑖𝑛𝑠𝑡 (𝑃)
with table𝑇 , where𝑇 is the first table in𝜙𝑃 , i.e. the next table to join. Specifically, this is the expected

cost to compute the result set {𝑖𝑛𝑠𝑡 (𝑃+) | 𝑖𝑛𝑠𝑡 (𝑃) ⊆ 𝑖𝑛𝑠𝑡 (𝑃+)} given 𝑖𝑛𝑠𝑡 (𝑃), where 𝑃+ = 𝑃 ∪ {𝑇 }.
To compute the result set, we need to find all tuples 𝑡𝑇 ∈ 𝑇 that meet this criterion:

Criterion 4.1. For all table𝑇 ′ ∈ 𝑃 where (𝑇 ′,𝑇 ) ∈ 𝐸, 𝑡𝑇 ′ and 𝑡𝑇 satisfy the join conditions between
𝑇 ′ and 𝑇 , where 𝑡𝑇 ′ is the tuple from table 𝑇 ′ in 𝑖𝑛𝑠𝑡 (𝑃).

To identify these tuples, we examine every table 𝑇 ′ ∈ 𝑃 where (𝑇 ′,𝑇 ) ∈ 𝐸. For every such table

𝑇 ′, we compute the candidate tuple set𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) which contains all tuples 𝑡𝑇 ∈ 𝑇 that satisfy the

join conditions between𝑇 ′ and𝑇 with 𝑡𝑇 ′ . By computing the intersection∩𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ),
we get the tuples satisfying criterion 4.1. Therefore, by summing the expected sizes of𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ )
for all 𝑇 ′ ∈ 𝑃 such that (𝑇 ′,𝑇 ) ∈ 𝐸, we can efficiently approximate the cost to join 𝑖𝑛𝑠𝑡 (𝑃) with
table 𝑇 . To closely estimate the expected size of𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ), we employ the statistic 𝑑𝑒𝑔(𝑇 ′,𝑇 )
to represent it and iteratively refine its value during the execution of the query. Specifically, we

initiate 𝑑𝑒𝑔(𝑇 ′,𝑇 ) by 0. Every time we get a set 𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) in query execution, 𝑑𝑒𝑔(𝑇 ′,𝑇 ) is
updated by

𝑑𝑒𝑔(𝑇 ′,𝑇 ) ← 𝑑𝑒𝑔(𝑇 ′,𝑇 ) ∗ (1 − 𝜃 ) + |𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) | ∗ 𝜃 (1)

where 𝜃 is a predefined parameter. In this way, we obtain a weighted average for 𝑑𝑒𝑔(𝑇 ′,𝑇 ), where
the weight of the more recent data is larger. Thus, we can catch the distribution of the recent

data and compute the suitable join order for the current data distribution. Note that this statistical

maintenance method is independent of the key contributions in this paper and can be replaced

by other statistical maintenance methods. For example, ADWIN [8] and SDDM [34] can detect

distribution change of a stream. The average of all |𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) | after the last distribution change

can represent the current distribution and can be used as 𝑑𝑒𝑔(𝑇 ′,𝑇 ).
In summary, the first part of 𝑐𝑜𝑠𝑡 (𝜙𝑃 ) can be calculated by

∑
𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 𝑑𝑒𝑔(𝑇 ′,𝑇 ).

The second part is the expected cost to compute the set {𝑖𝑛𝑠𝑡 (𝑄)} from the set {𝑖𝑛𝑠𝑡 (𝑃+)}, where
𝑃+ = 𝑃 ∪ {𝑇 } and the instances in the two sets satisfy 𝑖𝑛𝑠𝑡 (𝑃) ⊆ 𝑖𝑛𝑠𝑡 (𝑃+) and 𝑖𝑛𝑠𝑡 (𝑃) ⊆ 𝑖𝑛𝑠𝑡 (𝑄).
This cost can be calculated by |{𝑖𝑛𝑠𝑡 (𝑃+)}| ∗𝑐𝑜𝑠𝑡 (𝜙𝑃+ ), since 𝑐𝑜𝑠𝑡 (𝜙𝑃+ ) is the expected cost for each
instance 𝑖𝑛𝑠𝑡 (𝑃+) to compute the final result further along the order 𝜙𝑃+ . To estimate |{𝑖𝑛𝑠𝑡 (𝑃+)}|

Proc. ACM Manag. Data, Vol. 3, No. 3 (SIGMOD), Article 126. Publication date: June 2025.



126:10 Xinyi Ye, Xiangyang Gou, Lei Zou, and Wenjie Zhang

which is the size of the intersection ∩𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 |𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) |, we use |{𝑖𝑛𝑠𝑡 (𝑃+)}| = 𝑤 (𝑃,𝑇 ) ∗∑
𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 𝑑𝑒𝑔(𝑇 ′,𝑇 ), where𝑤 (𝑃,𝑇 ) is the expected value of

|∩𝑇 ′ ∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸𝑀𝑎𝑡𝑐ℎ (𝑇,𝑡𝑇 ′ ) |∑
𝑇 ′ ∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 |𝑀𝑎𝑡𝑐ℎ (𝑇,𝑡𝑇 ′ ) | . Similarly

to 𝑑𝑒𝑔(·),𝑤 (·) is updated by

𝑤 (𝑃,𝑇 ) ← 𝑤 (𝑃,𝑇 ) ∗ (1 − 𝛿) +
| ∩𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) |∑

𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 |𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) |
∗ 𝛿 (2)

where 𝛿 is a predefined parameter.

Note that we need to update the statistics 𝑤 (·) and 𝑑𝑒𝑔(·) during query execution. However,

if we always use the optimal orders to execute the query, some tables 𝑇 may never be selected

as the next table to join for some subqueries 𝑃 , and the corresponding statistics𝑤 (𝑃,𝑇 ) will not
be updated. This makes some LA costs inaccurate, and the selected orders may get stuck in local

optima. To solve this problem, we use the 𝜖-greedy method. We use the optimal orders to execute

the query with a probability of 1 − 𝜖 and use random orders with a probability of 𝜖 , where 𝜖 is a

predefined parameter. With this strategy, every statistic value has a chance to be updated.

To summarize, the second part of 𝑐𝑜𝑠𝑡 (𝜙𝑃 ) can be calculated by

𝑐𝑜𝑠𝑡 (𝜙𝑃+ ) ∗𝑤 (𝑃,𝑇 ) ∗
∑

𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 𝑑𝑒𝑔(𝑇 ′,𝑇 ).
By summing up the two parts, 𝑐𝑜𝑠𝑡 (𝜙𝑃 ) can be computed recursively using

𝑐𝑜𝑠𝑡 (𝜙𝑃 ) = (1 +𝑤 (𝑃,𝑇 ) ∗ 𝑐𝑜𝑠𝑡 (𝜙𝑃+ )) ∗
∑︁

𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸
𝑑𝑒𝑔(𝑇 ′,𝑇 ).

The recursion terminates with 𝑐𝑜𝑠𝑡 (𝜙𝑄 ) = 0.

Thus, 𝐿𝐴(𝑃) can be recursively computed by

𝐿𝐴(𝑃) =𝑚𝑖𝑛𝜙𝑃
𝑐𝑜𝑠𝑡 (𝜙𝑃 )

=𝑚𝑖𝑛𝑇,𝜙𝑃+
©­«(1 +𝑤 (𝑃,𝑇 ) ∗ 𝑐𝑜𝑠𝑡 (𝜙𝑃+ )) ∗

∑︁
𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸

𝑑𝑒𝑔(𝑇 ′,𝑇 )ª®¬
=𝑚𝑖𝑛𝑇 ∈𝐶𝑎𝑛𝑑𝑁 (𝑃 )©­«(1 +𝑤 (𝑃,𝑇 ) ∗ 𝐿𝐴(𝑃 ∪ {𝑇 })) ∗

∑︁
𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸

𝑑𝑒𝑔(𝑇 ′,𝑇 )ª®¬
The recursion ends with 𝐿𝐴(𝑄) = 0. To enhance readability, we add a term 𝐿𝐴(𝑃 |𝑇 ) to represent

the smallest 𝑐𝑜𝑠𝑡 (𝜙𝑃 ) among all possible 𝜙𝑃 whose first table is 𝑇 :

𝐿𝐴(𝑃 |𝑇 ) = (1 +𝑤 (𝑃,𝑇 ) ∗ 𝐿𝐴(𝑃 ∪ {𝑇 })) ∗
∑︁

𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸
𝑑𝑒𝑔(𝑇 ′,𝑇 ). (3)

Thus,

𝐿𝐴(𝑃) =𝑚𝑖𝑛𝑇 ∈𝐶𝑎𝑛𝑑𝑁 (𝑃 )𝐿𝐴(𝑃 |𝑇 ). (4)

Recall that the first table in the optimal partial order starting at 𝑃 is denoted by 𝑁 (𝑃). It can be

computed by

𝑁 (𝑃) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑇 ∈𝐶𝑎𝑛𝑑𝑁 (𝑃 )𝐿𝐴(𝑃 |𝑇 ). (5)

4.2 Order Computation
4.2.1 The timing of order computation
When a continuous multiway join query is registered in the database, the query is first executed

using random orders. During query execution, we gather statistics about the data distribution in

the database. After handling a predefined number of updates and collecting enough information,
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we have collected enough statistics. At this time, we compute the optimal orders that start from

each table from scratch. After this, we continue to execute the query and keep monitoring the

statistics, and use an incremental algorithm to update the join orders when the distribution changes

significantly.

4.2.2 The method of order computation
In this section, we introduce how to compute the optimal orders from scratch. The method

to incrementally update these orders will be introduced in Section 5. In order to maximize the

computation sharing of LA costs and support the order selection, we propose a cost dependency

graph (abbr. CDG). It indicates the dependency relationships among the LA costs of all subqueries.

And we can find optimal orders by traversing the CDG.

The CDG is a directed acyclic graph. A node in the CDG represents a subquery 𝑃 . We call 𝐿𝐴(𝑃)
and 𝑁 (𝑃) the values of the node 𝑃 , and store them in the node. An edge illustrates the dependency

between the values of two subqueries, indicating that the values of the source node depend on

that of the destination node. According to Equation 3, 4 and 5, an edge in the CDG must start at

a node 𝑃 and end at a node 𝑃 ∪ {𝑇 }. On each edge from 𝑃 to 𝑃 ∪ {𝑇 }, we annotate 𝐿𝐴(𝑃 |𝑇 ), the
related statistic 𝑤 (𝑃,𝑇 ), and the related statistics 𝑑𝑒𝑔(𝑇 ′,𝑇 ) for all 𝑇 ′ ∈ 𝑃 such that (𝑇 ′,𝑇 ) ∈ 𝐸.

The statistics and the LA cost of the destination node help calculate 𝐿𝐴(𝑃 |𝑇 ), and 𝐿𝐴(𝑃 |𝑇 ) help
calculate the values of the source node.

We define the following concepts in CDG:

...

...

...

......

...
...

join graph

Fig. 4. The CDG structure.

(1) A leaf node is a node without children. According to Equation 3, 4 and 5, 𝑄 is the only leaf

node in a CDG. Note that 𝐿𝐴(𝑄) = 0 and 𝑁 (𝑄) has no meaning.

(2) A root node is a node without parents. For every table 𝑇 ∈ 𝑄 , {𝑇 } is a root node, thus there
are |𝑄.𝑉 | root nodes in a CDG.

(3) An order path is a path from a root node to the leaf node. This path should resemble

{𝑇1} → {𝑇1,𝑇2} → . . .→ {𝑇1,𝑇2, . . . ,𝑇𝑛}, illustrating the join order.

(4) An optimal order path is an order path representing an optimal order. The optimal order

{𝑇1} → {𝑇1,𝑇2} → . . .→ {𝑇1,𝑇2, . . . ,𝑇𝑛} satisfies 𝑇𝑖+1 = 𝑁 ({𝑇1,𝑇2, ...,𝑇𝑖 }) for all 𝑖 .
Example 4.1. The example of a CDG and its corresponding join graph is shown in Figure 4. The

edge from {𝑇𝑅} to {𝑇𝑅,𝑇𝑆 } in Figure 4 indicates that the values of {𝑇𝑅} depend on 𝐿𝐴({𝑇𝑅,𝑇𝑆 }).
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We use a bold edge from 𝑃 to 𝑃 ∪ {𝑇 } to show 𝑁 (𝑃) = 𝑇 . We use edges in purple to indicate the

optimal order paths: the leftmost purple path represents the optimal join order 𝑇𝑅 → 𝑇𝑆 → 𝑇𝑊 →
𝑇𝑋 → 𝑇𝑌 → 𝑇𝑍 . Note that all purple edges are bold, indicating that optimal orders are calculated

by computing 𝑁 (·).

We can perform a bottom-up breadth-first search (BFS) on the CDG to compute the values of all

nodes, where 𝐿𝐴(𝑃) is computed with Equation 3 and 4, and 𝑁 (𝑃) with Equation 5. By employing

BFS, we ensure that before calculating the values of a node, the values of all its children are already

computed. This allows for the direct computation of the node’s values via Equation 3, 4 and 5.

For each updated table 𝑇 ∈ 𝑄 , we need to compute an optimal order 𝑇1 → 𝑇2 → ... → 𝑇𝑛 that

starts from it, where 𝑇1 = Δ𝑇 . We can obtain this order by a walk in the CDG guided by 𝑁 (·).
Specifically, we start from the root node 𝑃0 = {𝑇 }, and end at the leaf node 𝑄 . For each node 𝑃𝑖 we

visit, the next node is 𝑃𝑖+1 = 𝑃𝑖 ∪ {𝑁 (𝑃𝑖 )}. The nodes we visit form the optimal join order.

4.3 Complexity Analysis
Theorem 4.2. The time complexity of using AJOSC to get optimal orders from scratch is 𝑂 (𝑛2𝑛)

(𝑛 = |𝑄.𝑉 |).

Proof. The order selection time of using AJOSC to compute optimal orders from scratch is

dominated by the time to compute the LA costs for all subqueries 𝑃 . To compute the LA cost for

a subquery 𝑃 , we need to evaluate 𝐿𝐴(𝑃 |𝑇 ) for each 𝑇 in 𝐶𝑎𝑛𝑑𝑁 (𝑃), which has an overhead of

𝑂 (𝑛). For a query with |𝑄.𝑉 | = 𝑛, there are 𝑂 (2𝑛) possible subqueries. Thus, the time complexity

is 𝑂 (𝑛2𝑛). □

Theorem 4.2 shows that the complexity of using AJOSC to get optimal orders from scratch is a

lot smaller than that of StaticDP (𝑂 (𝑛22𝑛)) in the dynamic settings.

5 Incremental Order Recomputation
In Section 4.2, we discussed how to compute the optimal order from scratch. In this section, we

discuss how to recompute the optimal orders when data distribution changes significantly, where

the criteria for a significant change will be discussed in Section 6. One naive approach would be to

recompute the optimal orders from scratch. This requires visiting and updating all nodes in the

CDG. Since there are𝑂 (2𝑛) nodes and𝑂 (𝑛2𝑛) edges in the CDG (𝑛 = |𝑄.𝑉 |), visiting all of them will

bring an unacceptable overhead when 𝑛 is large. To address this issue, we propose an incremental

method to recompute the order. This method updates only the nodes affected by notable changes

in data distribution. Moreover, we propose the LBR method, a Lower Bound based computation

Reduction technique to further reduce the recomputation cost. For a simpler presentation, we first

introduce the basic incremental recomputation algorithm in Section 5.1, and then discuss the LBR

method in Section 5.2.

5.1 Basic Version
In this section, we introduce how to recompute the order incrementally when the data distribution

changes. The pseudocode is shown in Algorithm 1.

When a statistic 𝑠 changes significantly, we perform bottom-up breadth-first searchs (BFS) to

update the values of all affected nodes (line 1-20 in Algorithm 1). Specifically, the BFSs start at the

nodes whose values are calculated directly from the statistic 𝑠 . These nodes are:

(1) The node 𝑃 if 𝑠 = 𝑤 (𝑃,𝑇 ).
(2) The nodes 𝑃 that satisfy 𝑇 ′ ∈ 𝑃 and 𝑇 ∈ 𝐶𝑎𝑛𝑑𝑁 (𝑃) if 𝑠 = 𝑑𝑒𝑔(𝑇 ′,𝑇 ).
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Line 1-6 in Algorithm 1 shows the process to compute these nodes. For every node 𝑃𝑠𝑡𝑎𝑟𝑡 whose

values are calculated directly from 𝑠 , we perform an individual BFS starting from 𝑃𝑠𝑡𝑎𝑟𝑡 . During the

bottom-up BFS (line 7-20 in Algorithm 1), we visit 𝑃𝑠𝑡𝑎𝑟𝑡 ’s ancestors, as their values are based on

𝐿𝐴(𝑃𝑠𝑡𝑎𝑟𝑡 ) and thus are calculated implicitly based on the changed statistic. We update the values

of each node encountered during the BFS, thus all affected node values are updated according to

Equation 3, 4 and 5. We prune a node from the BFS when its values remain unchanged after the

update (line 17 of Algorithm 1).

(b1) (a) (b2) (c2)
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Fig. 5. An example of the basic version and the LBR method. Subfigure (a) show a CDG. Subfigure (b1)
shows the CDG after executing the basic version, while (b2) and (c2) show the CDG after executing the LBR
method. Note that Subfigure (b1) is on the left side of (a). Black values are accurate and blue values are
𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 . Changed nodes are highlighted in grey.

Example 5.1. In Figure 5(a), we illustrate a part of a CDG, where the LA costs are annotated on

every node (see ①). In Figure 5(b1) which is on the left side of 5(a), we demonstrate the behavior

of the basic version when 𝑤 (𝑃𝛽 ,𝑇𝜎 ) changes from 10 to 15. A BFS is initiated from the node 𝑃𝛽
(see ②). We then recalculate 𝐿𝐴(𝑃𝛽 ) and 𝑁 (𝑃𝛽 ), discovering that 𝑁 (𝑃𝛽 ) remains unchanged but

𝐿𝐴(𝑃𝛽 ) updates from 10 to 12. Then, we visit 𝑃𝛽 ’s parent, 𝑃𝛼 . Similarly, we recompute 𝑃𝛼 ’s values

and move to its parent, 𝑃𝛾 . Then, since 𝑃𝛾 ’s values do not change after the update, we prune it and

the BFS stops.

After all affected values are updated by the BFS, we derive the optimal orders in the same way

as discussed in Section 4.2 (line 21-29 of Algorithm 1).

This incremental algorithm only updates affected nodes, thus avoids traversing the entire CDG.

We can further reduce the value recomputation by allowing the node values to be inaccurate when

they will not affect the optimal order. See the following subsection for details.

5.2 The LBR Method
In this subsection, we discuss the LBR method that further reduces recomputation cost. The LBR

method is based on the following observation:

Theorem 5.2. If a node 𝑃 is not on any optimal order path in the CDG, the optimal orders will not
change if 𝐿𝐴(𝑃) increases.

Proof. When 𝑃 is not on any optimal order path, every order path containing 𝑃 corresponds

to an order 𝜙{𝑇 } with 𝜙∗{𝑇 } ≠ 𝜙{𝑇 } , where 𝜙∗{𝑇 } is the optimal order starting at 𝑇 . Since 𝜙∗{𝑇 }
is optimal, we have 𝑐𝑜𝑠𝑡 (𝜙{𝑇 }) ≥ 𝑐𝑜𝑠𝑡 (𝜙∗{𝑇 }). Since 𝐿𝐴(𝑃) increases, 𝑐𝑜𝑠𝑡 (𝜙{𝑇 }) increases, and
𝑐𝑜𝑠𝑡 (𝜙) ≥ 𝑐𝑜𝑠𝑡 (𝜙∗{𝑇 }) still holds. Thus, the optimal order 𝜙∗{𝑇 } is not affected. □

Example 5.3. In Figure 5(b1), when𝑤 (𝑃𝛽 ,𝑇𝜎 ) increases from 10 to 15, if we do not update nodes

𝑃𝛽 and 𝑃𝛼 , the optimal order path will continue to be ...→ 𝑃𝛾 → 𝑃𝛿 → ... and is correct.
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Algorithm 1: 𝐼𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡𝑎𝑙𝑅𝑒𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛

Data: the significantly changed statistic 𝑠

Result: the join order after the recomputation

1 𝐷 ← an empty set /* which contains all nodes whose values are calculated

directly from 𝑠. */

/* update the CDG */

2 if 𝑠 = 𝑤 (𝑃,𝑇 ) then
3 𝐷 ← 𝐷 ∪ {𝑃}
4 else

/* 𝑠 = 𝑑𝑒𝑔(𝑇 ′,𝑇 ) */

5 foreach 𝑃 that satisfy 𝑇 ′ ∈ 𝑃 and 𝑇 ∈ 𝐶𝑎𝑛𝑑𝑁 (𝑃) do
6 𝐷 ← 𝐷 ∪ {𝑃}

7 foreach 𝑃𝑠𝑡𝑎𝑟𝑡 ∈ 𝐷 do
8 𝑞 ← an empty queue

9 𝑞.𝑝𝑢𝑠ℎ(𝑃𝑠𝑡𝑎𝑟𝑡 )
10 while !𝑞.𝑒𝑚𝑝𝑡𝑦 do
11 𝑃 ← 𝑞.𝑝𝑜𝑝 ()
12 𝐿𝐴(𝑃)𝑜𝑙𝑑 ← 𝐿𝐴(𝑃)
13 foreach 𝑇 ∈ 𝐶𝑎𝑛𝑑𝑁 (𝑃) do
14 𝐿𝐴(𝑃 |𝑇 ) ← (1 +𝑤 (𝑃,𝑇 ) ∗ 𝐿𝐴(𝑃 ∪ {𝑇 })) ∗∑𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 𝑑𝑒𝑔(𝑇 ′,𝑇 )
15 𝐿𝐴(𝑃) ←𝑚𝑖𝑛𝑇 ∈𝐶𝑎𝑛𝑑𝑁 (𝑃 )𝐿𝐴(𝑃 |𝑇 )
16 𝑁 (𝑃) ← 𝑎𝑟𝑔𝑚𝑖𝑛𝑇 ∈𝐶𝑎𝑛𝑑𝑁 (𝑃 )𝐿𝐴(𝑃 |𝑇 )
17 if 𝐿𝐴(𝑃) ≠ 𝐿𝐴(𝑃)𝑜𝑙𝑑 then
18 if 𝑃 is not a root node then
19 foreach 𝑃 ’s parent node 𝑃𝑝𝑎𝑟𝑒𝑛𝑡 do
20 𝑞.𝑝𝑢𝑠ℎ(𝑃𝑝𝑎𝑟𝑒𝑛𝑡 )

/* Compute optimal orders according to 𝑁 (𝑃) */

21 𝑜𝑟𝑑𝑒𝑟𝑠 ← an empty dictionary

22 foreach 𝑇 ∈ 𝑄 do
23 𝑃 ← {𝑇 }
24 𝑜𝑟𝑑𝑒𝑟_𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 ← 𝑇

25 while 𝑃 ≠ 𝑄 do
26 𝑜𝑟𝑑𝑒𝑟_𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 ← (𝑜𝑟𝑑𝑒𝑟_𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 → 𝑁 (𝑃))
27 𝑃 ← 𝑃 ∪ {𝑁 (𝑃)}
28 𝑜𝑟𝑑𝑒𝑟𝑠 [𝑇 ] ← 𝑜𝑟𝑑𝑒𝑟_𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒

29 return 𝑜𝑟𝑑𝑒𝑟𝑠

Therefore, if the LA cost of a node increases and the node is not on any optimal order path, we

do not need to compute the node’s accurate values, thus reducing recomputation.

In the LBR method, we add a tag to every node 𝑃 in the CDG to record whether the node values

are accurate or not. The tag is either 𝐸𝑋𝐴𝐶𝑇 or 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 . 𝐸𝑋𝐴𝐶𝑇 indicates that the values

are accurate. 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 indicates that the current 𝐿𝐴(𝑃) and 𝑁 (𝑃) are not accurate, and
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that the accurate 𝐿𝐴(𝑃) is no less than the currently stored 𝐿𝐴(𝑃). In other words, the current

𝐿𝐴(𝑃) is the lower bound of the actual 𝐿𝐴(𝑃). When we determine that the change of a node’s

values will not affect the optimal orders, we can simply set its tag as 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 and do not

update its values.

Next, we explain how to maintain the CDG and compute the optimal orders in the LBR method.

Initialization: when the continuous multiway join query begins, we compute the CDG from

scratch using the method in Section 4.2, and set all tags as 𝐸𝑋𝐴𝐶𝑇 .

When a statistic changes significantly, similarly to the basic version, the update of the CDG and

the join orders can be divided into two phases. The first phase is to perform bottom-up BFSs in the

CDG to maintain the values and tags of the affected nodes. The second phase is to compute the

optimal orders.

First Phase: CDG Maintenance. In the first phase, we use different strategies in the BFSs

depending on whether the change is an increase or decrease.

Statistic increment: when a statistic 𝑠 increases, we set the tag of every node visited in the

bottom-up BFSs as 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 , and do not update their values. As stated above, the increment

of an LA cost may not affect the optimal orders. Thus, we delay the value updates to the order

computation phase, where we determine whether these updates will affect the optimal orders, and

apply updates only when necessary. We prune a node 𝑃 from the BFS when either of the following

two cases happens:

(1) When 𝑃 ’s tag is already 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 before we visit it.

(2) When we travel to 𝑃 from (𝑃 ∪ {𝑇 }) and find that P’s tag is 𝐸𝑋𝐴𝐶𝑇 and 𝑁 (𝑃) ≠ 𝑇 .

In the second case, since 𝑁 (𝑃) ≠ 𝑇 , we know that (𝑃 ∪ {𝑇 }) is not in the optimal partial order

𝜙∗
𝑃
before the update. As the statistics increment must result in the increment of 𝐿𝐴(𝑃 ∪ {𝑇 }),

(𝑃 ∪ {𝑇 }) stays out of 𝜙∗
𝑃
after the update. Thus 𝜙∗

𝑃
does not change. Recall that 𝐿𝐴(𝑃) = 𝑐𝑜𝑠𝑡 (𝜙∗

𝑃
),

and 𝑁 (𝑃) is the first table in 𝜙∗
𝑃
. Thus, 𝐿𝐴(𝑃) and 𝑁 (𝑃) is not changed. Hence, the node 𝑃 can be

pruned from the BFS.

Example 5.4. In Figure 5(b2), we illustrate the behavior of the LBR method when 𝑤 (𝑃𝛽 ,𝑇𝜎 )
increases from 10 to 15. BFS starts at 𝑃𝛽 (see ③), and 𝑃𝛽 .𝑡𝑎𝑔 is set as 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 (values with

tag 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 are marked in blue). Then, we visit its parent 𝑃𝛼 . Since 𝑁 (𝑃𝛼 ) = 𝑇𝛽 , we do not

prune 𝑃𝛼 and the BFS continues. We assign 𝑃𝛼 .𝑡𝑎𝑔 to 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 and proceed to its parent

𝑃𝛾 . As 𝑃𝛾 .𝑡𝑎𝑔 = 𝐸𝑋𝐴𝐶𝑇 and 𝑁 (𝑃𝛾 ) ≠ 𝑇𝛼 , according to the second rule listed above, we can prune

this BFS branch. Note that we avoid recomputing the values of 𝑃𝛾 and 𝑃𝛽 using the LBR method,

thus reducing the overhead.

Statistic decrement: when a statistic decreases, the BFSs to maintain the node values are the

same as the basic version, except for tag maintenance. When we visit a node 𝑃 during BFSs, we

first compute 𝑁 (𝑃) and 𝐿𝐴(𝑃) according to the node values of its children. Then we set 𝑃 .𝑡𝑎𝑔 as

the tag of its child 𝑃 ∪ {𝑁 (𝑃)}. Because 𝐿𝐴(𝑃) are computed by𝑚𝑖𝑛𝑇 ∈𝐶𝑎𝑛𝑑𝑁 (𝑃 )𝐿𝐴(𝑃 |𝑇 ), it relies
on the value of 𝐿𝐴(𝑃 |𝑁 (𝑃)), which further relies on 𝐿𝐴(𝑃 ∪ {𝑁 (𝑃)}). If the tag of 𝑃 ∪ {𝑁 (𝑃)} is
𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 , the node values of 𝑃 are also inaccurate. We prune a node if its current values

and tag do not change.

Example 5.5. In Figure 5(c2), we demonstrate the behavior when𝑤 (𝑃𝛼 ,𝑇𝛽 ) decreases from 20

to 10. A BFS is initiated from the node 𝑃𝛼 (see ④). At the node 𝑃𝛼 , 𝐿𝐴(𝑃𝛼 ) updates from 20 to 10,

𝑁 (𝑃𝛼 ) remains unchanged, and 𝑃𝛼 .𝑡𝑎𝑔 remains the same as 𝑃𝛽 .𝑡𝑎𝑔, namely 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 . We

then visit 𝑃𝛼 ’s parent, 𝑃𝛾 . Since 𝑃𝛾 ’s values and tag do not change, we prune this BFS branch and

the BFS stops.
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Second Phase: Order Computation.When we complete the BFSs in the first phase, we start

computing the optimal orders. Similarly to the basic version, we compute the optimal order starting

at an updated table 𝑇 by a top-down traverse from root node {𝑇 } following 𝑁 (·). However, as we
delay a part of the node value updates during the above BFSs, the accurate value of 𝑁 (·) of the
descendants of 𝑇 need to be computed in this process.

We use a recursive procedure𝐺𝑒𝑡𝐴𝑐𝑡𝑢𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑠 (𝑃) (Algorithm 2) to calculate the accurate 𝐿𝐴(𝑃)
and 𝑁 (𝑃) for each node 𝑃 that we visit in the top-down search. In the procedure, we initially assign

𝐿𝐴(𝑃) to infinity (line 1). Subsequently, we visit 𝑃 ’s children 𝑃 ∪ {𝑇 } in ascending order of 𝐿𝐴(𝑃 |𝑇 )
to refine 𝐿𝐴(𝑃) and 𝑁 (𝑃) until a termination condition is met (line 2-19).

Specifically, when visiting a child 𝑃 ∪ {𝑇 }, we first compute its accurate values (line 6-7). If

the child’s tag is 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 , we call 𝐺𝑒𝑡𝐴𝑐𝑡𝑢𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑠 (𝑃 ∪ {𝑇 }) to get its accurate values.

Otherwise, its values are already accurate. Next, we compute 𝐿𝐴(𝑃 |𝑇 ) from 𝐿𝐴(𝑃 ∪ {𝑇 }) (line 8).
Finally, we update 𝐿𝐴(𝑃) as the minimum of all seen 𝐿𝐴(𝑃 |𝑇 ), i.e. update 𝐿𝐴(𝑃) as

𝑚𝑖𝑛(𝐿𝐴(𝑃), 𝐿𝐴(𝑃 |𝑇 )). 𝑁 (𝑃) is updated accordingly (line 9-11).

Note that we do not need to visit all the children of 𝑃 . We can stop the visits when we meet one

child 𝑃 ∪ {𝑇 } where 𝐿𝐴(𝑃 |𝑇 ) ≥ 𝐿𝐴(𝑃) (line 15-19). Because we visit the children of 𝑃 in ascending

order of 𝐿𝐴(𝑃 |𝑇 ), the following unvisited children must have larger 𝐿𝐴(𝑃 |𝑇 ) values, and will not

influence 𝐿𝐴(𝑃). Although these 𝐿𝐴(𝑃 |𝑇 ) may not be accurate, since they are lower bounds, the

accurate values are even higher. Therefore, we can safely prune the visits to them. When this

happens, we set 𝑃 .𝑡𝑎𝑔 = 𝐸𝑋𝐴𝐶𝑇 , and return the procedure (line 18-19).

Algorithm 2: 𝐺𝑒𝑡𝐴𝑐𝑡𝑢𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑠
Data: Node 𝑃
Result: Accurate 𝐿𝐴(𝑃) and 𝑁 (𝑃). (Return value: 𝑁𝑈𝐿𝐿)

1 𝐿𝐴(𝑃) = 𝐼𝑁 𝐹

2 𝑐ℎ𝑖𝑙𝑑_𝑣𝑒𝑐 ← sort 𝑃 ’s children 𝑃 ∪ {𝑇 } in ascending order of 𝐿𝐴(𝑃 |𝑇 ).
3 𝑐ℎ𝑖𝑙𝑑_𝑛𝑢𝑚 ← 𝑐ℎ𝑖𝑙𝑑_𝑣𝑒𝑐.𝑠𝑖𝑧𝑒 ()
4 foreach 𝑖 in 0, 1, ..., 𝑐ℎ𝑖𝑙𝑑_𝑛𝑢𝑚 − 1 do
5 𝑇 ← 𝑐ℎ𝑖𝑙𝑑_𝑣𝑒𝑐 [𝑖] − 𝑃 // the child node is 𝑃 ∪ {𝑇 }.
6 if (𝑃 ∪ {𝑇 }) .𝑡𝑎𝑔 = 𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 then
7 𝐺𝑒𝑡𝐴𝑐𝑡𝑢𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑠 (𝑃 ∪ {𝑇 })
8 𝐿𝐴(𝑃 |𝑇 ) ← (1 +𝑤 (𝑃,𝑇 ) ∗ 𝐿𝐴(𝑃 ∪ {𝑇 })) ∗∑𝑇 ′∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 𝑑𝑒𝑔(𝑇 ′,𝑇 )
9 if 𝐿𝐴(𝑃) > 𝐿𝐴(𝑃 |𝑇 ) then
10 𝐿𝐴(𝑃) ← 𝐿𝐴(𝑃 |𝑇 )
11 𝑁 (𝑃) ← 𝑇

12 if 𝑖 = 𝑐ℎ𝑖𝑙𝑑_𝑛𝑢𝑚 − 1 then
13 𝑃 .𝑡𝑎𝑔← 𝐸𝑋𝐴𝐶𝑇

14 return

15 𝑃𝑛𝑒𝑥𝑡_𝑐ℎ𝑖𝑙𝑑 ← 𝑐ℎ𝑖𝑙𝑑_𝑣𝑒𝑐 [𝑖 + 1]
16 𝑇 ← 𝑃𝑛𝑒𝑥𝑡_𝑐ℎ𝑖𝑙𝑑 − 𝑃
17 if 𝐿𝐴(𝑃) ≤ 𝐿𝐴(𝑃 |𝑇 ) then
18 𝑃 .𝑡𝑎𝑔← 𝐸𝑋𝐴𝐶𝑇

19 return
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Example 5.6. We discuss how to execute 𝐺𝑒𝑡𝐴𝑐𝑡𝑢𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑠 (𝑃𝛾 ) after updating the CDG when

𝑤 (𝑃𝛼 ,𝑇𝛽 ) decreases from 20 to 10. The updated CDG is shown in Figure5(c2). 𝑃𝛾 (see ⑤) has two

children, 𝑃𝛼 and 𝑃𝛿 , and their corresponding 𝐿𝐴(𝑃𝛾 |·) values are 35 and 30 respectively. Thus, we

visit the node with the smaller 𝐿𝐴(𝑃𝛾 |·) value first, which is 𝑃𝛿 . Since 𝑃𝛿 .𝑡𝑎𝑔 = 𝐸𝑋𝐴𝐶𝑇 , its LA cost

is accurate. We set 𝐿𝐴(𝑃𝛾 ) to 30 and 𝑁 (𝑃𝛾 ) to 𝑇𝛿 . Then we visit 𝑃𝛼 and find that 𝐿𝐴(𝑃𝛾 |𝑇𝛼 ) = 35,

which is larger than 𝐿𝐴(𝑃𝛾 ). Thus, we set 𝑃𝛾 .𝑡𝑎𝑔 as 𝐸𝑋𝐴𝐶𝑇 and return the procedure. Note that

we do not need to compute the actual values of 𝑃𝛼 and its descendants.

In this way, when encountering a node 𝑃 whose tag is

𝐿𝑂𝑊𝐸𝑅𝐵𝑂𝑈𝑁𝐷 during the optimal order computation, we call 𝐺𝑒𝑡𝐴𝑐𝑡𝑢𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑠 (𝑃) to calculate

its actual values.

6 Reordering Delay Mechanism
In Section 5, we covered the method for recomputing the join order when there is a significant

change in a statistic. In this section, we clarify the criteria for a "significant change". Specifically,

we determine when a change in a statistic will trigger join reordering.

One naive approach would be to trigger reordering when a statistic changes beyond a predefined

ratio. Specifically, for each statistic, which is either of the form𝑤 (·) or of the form 𝑑𝑒𝑔(·), we store
two values. The first is a current value, which is used to compute the 𝐿𝐴(𝑃 |𝑇 ) values. The second
is an actual value, which is updated by Equation 1 or 2 during query execution. When the ratio of

the current value to the actual value (or its reciprocal) is beyond a predefined threshold 𝑡ℎ𝑟𝑒 , we

set the current value as the actual value and trigger the reordering algorithm. Here, the current

value also serves as a historical record of the statistic value.

However, this approach will trigger unnecessary reordering when encountering outliers of

|𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) | values which significantly deviate from its expected values. Recall that the statistic

𝑑𝑒𝑔(𝑇 ′,𝑇 ) are weighted averages of the |𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) | values encountered during query execution,
with more weight given to recent data. A recent outlier of |𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) | will drastically change

the actual value of 𝑑𝑒𝑔(𝑇 ′,𝑇 ) and trigger the order recomputation. However, since such outliers

are rare, their impact on the data distribution is small and the statistics will quickly return to the

expected values as new updates are handled. Thus, the recomputations triggered by outliers do not

improve the join orders under the current data distribution and are not worth the overhead.

We propose a reordering delay mechanism to solve this problem. We add a counter for every

𝑑𝑒𝑔(𝑇 ′,𝑇 ). Every time we update 𝑑𝑒𝑔(𝑇 ′,𝑇 ) during the execution of the query, we check whether

the ratio of the current value to the actual value (or its reciprocal) is beyond 𝑡ℎ𝑟𝑒 . If so, the counter

is added by 1. When the counter reaches a predefined counter threshold 𝑐 , the reordering algorithm

is triggered and the current value is set as the actual value. In this way, the current value will be

updated only when the actual value persists for a certain period, which indicates that the expected

value of |𝑀𝑎𝑡𝑐ℎ(𝑇, 𝑡𝑇 ′ ) | has really changed. Thus, we will trigger reordering only when the data

distribution has really changed, and the reordering overhead will be greatly reduced. Note that

we do not use the reordering delay mechanism for the statistics 𝑤 (·), because according to our

experiments, outliers of

|∩𝑇 ′ ∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸𝑀𝑎𝑡𝑐ℎ (𝑇,𝑡𝑇 ′ ) |∑
𝑇 ′ ∈𝑃,(𝑇 ′,𝑇 ) ∈𝐸 |𝑀𝑎𝑡𝑐ℎ (𝑇,𝑡𝑇 ′ ) | values are very rare and will not influence the

overall performance.

7 Experimental Evaluation
In this section, we discuss the experimental evaluation. In Section 7.1, we introduce the experiment

setup. In Section 7.2, we compare AJOSC with state-of-the-art algorithms in terms of speed. In

Section 7.3, we conduct ablation studies of the LBR method in Section 5.2 and the reordering delay

mechanism in Section 6.
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7.1 Experiment Setup
In the experiments, all competing algorithms are implemented in c++. The codes are open sourced

anonymously [2]. We conduct experiments on a Linux server with 1TB DRAM and two Intel Xeon

2.30GHz 16-core CPU. We use 𝜃 = 0.04, 𝛾 = 0.05, 𝑡 = 1.5, 𝑐 = 200 by default in the implementation. If

a query takes longer than 4 hours to complete, we terminate the query. The speedups are calculated

using 4 hours as the execution time for queries exceeding 4 hours.

Datasets and workloads. We conduct experiments on three benchmarks, the join order bench-

mark (JOB)[29], LDBC-SNB [17], and JCC-H[10].

In the experiments, the datasets in these benchmarks are used to create the initial databases

and generate the update streams. Specifically, the tables in these benchmarks are divided into 2

categories: dimensional tables and fact tables. The dimensional tables are static and are used to

create the initial databases. The tuples inside these tables are in the initial database and never

deleted. The fact tables are used to generate the update streams. We use the sliding window model

[13] to transform the fact tables into update streams. To be specific, we assign a timestamp to each

tuple in the fact tables. The tuple insertions are generated sequentially according to the assigned

timestamps of the tuples. To generate tuple deletions, we define a sliding window size of 𝑁 and

keep track of the maximum timestamp 𝑇 among the inserted tuples. When 𝑇 − 𝑁 becomes larger

than the timestamp of a tuple, the deletion of the tuple is generated.

As for the query workloads, we remove the select, project and aggregate operators in the queries

of these benchmarks. The compared algorithms differentiate with each other only in the execution

of join operators. The performance of the other operators is the same. Thus, we remove the other

operators to focus on the join performance.

Table 2 shows the statistics of the three datasets.

Table 2. Properties of the benchmarks

# tuples

raw dataset size sliding window size

dimensional fact

JOB 1.8M 72.4M 3.6GB 10M tuples

LDBC 24K 175M 6.2GB 3 days

JCC 10K 8.7M 1.1GB 1M tuples

JOB uses the IMDB dataset which includes real-world data about movies and related information

about actors, directors, production companies, etc. It consists of 21 tables. We assign 12 tables with

less than 1M tuples as dimensional tables and 9 other tables as fact tables. We randomly shuffle all

tuples in the fact tables and assign a monotonically non-decreasing timestamp for each tuple with a

fixed rate, except tuples in the "movie keyword" table. We set the sliding window size to 10M tuples.

The insertions and deletions of tuples in the "movie keyword" table are manipulated to examine

the performance of AJOSC under conditions of sudden changes in data distribution, a scenario

frequently encountered in real-world applications. To achieve this, we periodically insert a part

of the tuples in the "movie keyword" table consecutively. These tuples are deleted consecutively

shortly thereafter. Note that the update stream is generated using a combination of the sliding

window model and explicit deletions: the deletions of the tuples in the "movie keyword" table

do not follow the sliding window model. JOB contains 33 query structures. |𝑄.𝑉 | in each query

structure ranges from 4 to 17, and |𝑄.𝐸 | ranges from 4 to 28. Each query structure has 2-6 variants

with different select conditions. Since we omit the select conditions, we obtain 33 queries with

equi-join conditions only.
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LDBC-SNB uses a synthetic graph dataset simulating social networks. We transform the dataset

with a scale factor of 10 from the graph model to the relational model following [24] to obtain a

relational dataset. It includes 13 tables, where the LDBC SNB documentation [1] categorizes 3 tables

as dimensional tables and 10 tables as fact tables. The update stream is generated with the sliding

window model. We set the sliding window size to 3 days and assign the timestamp to every tuple

using the creation dates given in the original dataset. These creation dates are generated to simulate

real-world social networks [1], thus its data distribution change reflects the pattern in real-world

applications. LDBC-SNB has 21 graph queries. We transform the queries to multiway join queries

following [24]. After the transformation, some queries contain no more than 2 tables, and thus

are not multi-way join queries. We omit those queries to get 6 cyclic and 6 acyclic multi-way join

queries. |𝑄.𝑉 | of each query ranges from 3 to 6, and |𝑄.𝐸 | ranges from 2 to 8.

JCC-H represents a modified form of TPC-H, which is a benchmark designed for decision support.

The dataset models the retail industry market, and it features highly skewed data distributions.

It consists of 8 tables, where we assign 3 tables with less than 0.1M tuples as dimensional tables,

and 5 other tables as fact tables. In the experiments, we randomly shuffle all tuples and assign

monotonically non-decreasing timestamps to them with a fixed rate. We set the sliding window

size to 1M tuples. As for query workloads, JCC-H consists of 22 queries, which contain select,

project, and aggregate operations. After deleting these operations, only 4 different queries remain.

To expand the query set, we randomly select 30 additional queries from the JCC-H dataset. We

transform the dataset into a graph and sample 30 subgraphs of sizes 4, 6, and 8. Then we transform

these subgraphs back to multi-way join queries. Since most of these queries take more than 4 hours

to execute, we only report queries that can be completed within 4 hours in Section 7.2. |𝑄.𝑉 | in
each reported query ranges from 3 to 6, and |𝑄.𝐸 | ranges from 3 to 7.

Comparative Algorithms. We compare AJOSC with 5 algorithms. There are four state-of-the-

art join order selection methods for continuous multi-way joins, named Two-Step+ [28], Golab’s

algorithm [18], Lottery scheduling [6] and AGreedy [7] respectively. All algorithms use heuristics.

Specifically, TwoStep+, Golab’s and AGreedy use greedy approaches, where the table that is expected

to yield the smallest intermediate results is ordered first. Two-Step+ recomputes the join order

every time an update appears. Golab’s algorithm recomputes the join orders only when the ratio

of the recent stream rates to previous rates (or their reciprocal) exceed a predefined threshold

which is set as 1.2 in our experiments. AGreedy uses a structure called matrix view to maintain

statistics and recompute the order when the statistics show that an invariant is violated. The other

heuristic, Lottery Scheduling, decides the next table to join using a probabilistic approach, where

the tables expected to yield the smallest intermediate results have more chance to be selected. In

addition to the 4 heuristics, we also compare AJOSC with the dynamic programming algorithm

(StaticDP) described in Section 3. We use StaticDP to recompute the join orders from scratch in a

batch manner to adapt to changes in data distribution. The batch size is set to 1000 updates.

These methods are all the state-of-the-art join order selection methods for continuous multi-way

joins we find.

Data ingestion method. In our experiments, we process data updates in the update stream

consecutively in the order of their timestamps. When an algorithm finishes processing an update

operation, it will immediately get the next one in the update stream. In this way, each algorithm

is evaluated with its utmost processing power, i.e. with the maximum data ingestion rate it can

handle. This processing method is widely use in previous works, e.g. [28].

7.2 Speed Comparison
We compare the execution time and the tail latency of the queries.
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Fig. 6. Comparison of the execution time on JOB. The underlined queries involve the "movie keyword" table
and are influenced by abrupt fluctuations in data distribution. The execution times exceeding 4 hours are
marked as 4 hours.

Table 3. Average execution time (seconds)

AJOSC TwoStep+ Golab’s StaticDP Lottery AGreedy

JOB 359 2857 1048 1225 638 698

LDBC 404 1604 1302 618 806 881

JCC 2935 7950 7240 4014 4747 5919

Table 4. Average 99.9% tail latency (microseconds)

AJOSC TwoStep+ Golab’s StaticDP Lottery AGreedy

JOB 62 1386 130 419 107 100

The average execution time is shown in Table 3. Due to space limitation, we only show the

execution time of every query in JOB in Figure 6. AJOSC is faster than all the comparative algorithms

and the speed-up is up to 2 orders of magnitude. Averaging across all three benchmarks, AJOSC is

on average 4.0x faster than Two-Step+, 2.6x faster than Golab’s algorithm, 1.8x faster than StaticDP,

1.7x faster than Lottery Scheduling, and 2.0x faster than AGreedy. As stated in Section 7.1, the

execution time reflects the maximum data ingestion rate that an algorithm can handle, which can

be computed by dividing the total update number by the execution time.

Recall that the JOB dataset simulates sudden changes in data distribution by continuously

inserting and deleting tuples from the "movie keyword" table. In Figure 6(a), queries involving this

table are underlined. AJOSC is 4.48x faster than StaticDP for these queries in terms of average

query time. This is significantly higher compared to the speedups for the queries with stable

data distribution. This demonstrates the effectiveness of AJOSC in timely response to distribution

change. In contrast, StaticDP with the batch manner update cannot adapt quickly to the change

and suffers from sub-optimal orders. On the other hand, when the distribution is stable, AJOSC is

still faster than StaticDP because of its lower overhead of order computation.

In queries with larger |𝑄.𝑉 |, the speedup of AJOSC over StaticDP is greater, which supports the

theoretical analysis presented in Section 4.3 that the time complexity of StaticDP is 𝑂 ( |𝑄.𝑉 |) times

larger than that of AJOSC. For example, the |𝑄.𝑉 | of query 1 and 28 are respectively 5 and 14, and

the speedups are 1.22x and 14x respectively. The speedup of the larger query 28 is much larger

than that of the smaller query 1.

The 99.9% tail latencies are shown in Table 4. Compared to AJOSC, Two-Step+’s average latency

is 22x higher, Golab’s is 2.1x higher, StaticDP’s is 8x higher, Lottery Scheduling’s is 1.7x higher and

AGreedy’s is 1.6x higher. These findings indicate a significant performance disparity in favor of

AJOSC with respect to latency management.

Proc. ACM Manag. Data, Vol. 3, No. 3 (SIGMOD), Article 126. Publication date: June 2025.



AJOSC: Adaptive Join Order Selection for ContinuousQueries 126:21

0

1000

2000

3000

4000

AJOSC TwoStep+ Golab's StaticDP Lottery AGreedyA
ve

ra
g

e
 t

im
e
 (

se
co

n
d

s)

order selection decide whether to trigger selection

statistic maintanence execution

0

1000

2000

3000

4000

AJOSC TwoStep+ Golab's StaticDP Lottery AGreedy

A
ve

ra
g

e
 t

im
e
 (

se
co

n
d

s)

order selection statistic maintanence execution

Fig. 7. Running Time Breakdown

7.3 Ablation Studies
In this subsection, we prove that the LBR method and the reordering delay mechanism are effective,

by comparing AJOSC with degraded versions without those techniques using the JOB benchmark.

The experiment results are shown in Table 5.

Table 5. Ablation study: Average execution time (seconds).

AJOSC basic incremental naïve trigger reordering

JOB 359 485 535

The effect of the LBR method.We compare AJOSC with a degraded version using the basic

version of the incremental reordering algorithm in Section 5.1. The full AJOSC is 1.35x faster than

the degraded version on average, which proves the effectiveness of the LBR method.

The effect of the reordering delay mechanism. We compare AJOSC with a degraded variant

that utilizes a naive triggering reordering algorithm, which triggers order recomputation whenever

statistics change beyond a predefined threshold. The full AJOSC is 1.49x faster than the degraded

version on average, which proves the effectiveness of the reordering delay mechanism.

7.4 Running Time Breakdown
The process of running a continuous multiway join query includes maintaining statistics, selecting

join orders, and executing the query. Figure 7 shows the average running time breakdown on JOB.

As shown in the figure, the overhead of AJOSC is remarkably small. The running time is almost all

on query execution. The overhead of Golab’s and AGreedy is also very small, but their selected

orders are worse than AJOSC’s, since they are both greedy heuristics. The overhead of Lottery

scheduling, StaticDP and TwoStep+ is much larger than AJOSC, but they fail to select better orders.

7.5 Scalability Evaluation
In this subsection, we vary the sliding window size to test the scalability of AJOSC. The results are

shown in Figure 8. We show the average time of all queries in JOB, and show the results of queries

5, 19 and 29 which cover small, medium, and large query sizes. As shown in Figure 8, the execution

time is longer with larger sliding window sizes. This is because when the window size increases,

the number of active tuples in the fact tables increases, where active tuples are the tuples inserted

and not deleted yet. Having a larger number of active tuples leads to higher join costs among these

tuples.

Proc. ACM Manag. Data, Vol. 3, No. 3 (SIGMOD), Article 126. Publication date: June 2025.



126:22 Xinyi Ye, Xiangyang Gou, Lei Zou, and Wenjie Zhang

1E+2

1E+3

1E+4

5M 10M 15M 20M

q
u

e
ry

 t
im

e
 (

se
co

n
d

s)

sliding window size

average query 5 (|Q.V|=5) query 20 (|Q.V|=10) query 29 (|Q.V|=17)

Fig. 8. Performance with different sliding window sizes

1E+0

1E+1

1E+2

1E+3

0.02 0.04 0.08 0.16

T
im

e
 (

se
co

n
d

s)

𝜃

0.025 0.05 0.1 0.2
𝛿

1.2 1.5 1.8 2.1
𝑡ℎ𝑟𝑒

query 20 (JOB) is6 (LDBC) s4-3 (JCC)

QUERYWISE：

50 100 200 400

𝑐

Fig. 9. Sensitivity

7.6 Sensitivity Evaluation
In this subsection, we vary the parameters 𝜃, 𝛿 , 𝑡ℎ𝑟𝑒 and 𝑐 to test the sensitivity of AJOSC to the

parameters on all 3 benchmarks. We choose query 20 from JOB, is6 from LDBC, s4-3 from JCC as

the representative queries. These queries cover all benchmarks, and show the sensitivity of AJOSC

for different data distributions. The results are shown in Figure 9.

Recall that 𝜃 determines the weights of new values when updating the 𝑑𝑒𝑔(·) statistics (Equation
1), and 𝛿 determines the weights of new values when updating the 𝑤 (·) statistics (Equation 2).

For these 2 parameters, increasing their values tends to create greater jitter in statistics. This will

trigger unnecessary reorderings that bring greater overhead. Furthermore, when encountering

outliers, larger parameters will cause the statistics to increase greatly. This leads to inaccurate

statistics, which cause AJOSC to select suboptimal orders. In contrast, smaller parameters make

reordering less frequent, which can lead to outdated orders. As shown in Figure 9, both larger and

smaller 𝜃 and 𝛿 result in longer execution time.

𝑡ℎ𝑟𝑒 is the threshold for a "significant" change in statistics (Section 6). When 𝑡ℎ𝑟𝑒 is small, AJOC

frequently triggers reordering, leading to high overhead. When 𝑡ℎ𝑟𝑒 is large, the algorithm rarely

reorders, which results in outdated orders. As shown in Figure 9, both larger and smaller 𝑡ℎ𝑟𝑒 result

in longer execution time.

𝑐 is the count threshold in the reordering delay mechanism. When 𝑐 is small, outliers trigger

more unnecessary order recomputations, which enlarges overhead and causes suboptimal orders

because outliers make statistics inaccurate. When 𝑐 is large, when data distribution changes, order

recomputation will be delayed, which results in suboptimal orders when orders have not been

recomputed. As shown in Figure 9, both larger and smaller 𝑐 results in longer execution time.

Generally, the performance of AJOSC is stable when 𝜃 ranges from 0.02 to 0.04, when 𝛿 ranges

from 0.025 to 0.05, and when 𝑐 ranges from 100 to 400. On JOB and LDBC, the performance of

AJOSC is stable when 𝑡ℎ𝑟𝑒 ranges from 1.2 to 1.5. On JCC, the performance of AJOSC is stable

when 𝑡ℎ𝑟𝑒 ranges from 1.2 to 2.1. Note that JCC has a lower sensitivity to parameters. Because the

data distribution is stable on JCC, delay in order recomputation will not lead to suboptimal orders.
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7.7 Assumption Verification
Recall that when a tuple is inserted into (or deleted from) the database, we assumpt that the join

order needs to start at the updated table. In this subsection, we conduct experiments to verify this

assumption. We conduct this experiment on query 1 of JOB. We enumerate all the 36 possible

join orders that can keep the join graph connected and avoid Cartesian products in the joining

process. For each join order, we use it in the whole executing process of a query. Since the updated

table is constantly changing, most continuous queries are executed with a join order that does not

start from the updated table. It turns out that none of these 36 experiments finishes in 4 hours.

In contrast, it only takes 72 seconds to run query 1 of JOB when the join orders always start at

the updated table. This shows that if the updated table is not the first in the join order, the query

execution will be really slow.

8 Related Work
8.1 ContinuousQueries
Continuous queries, also known as standing queries, continuously monitor query results as the

database is updated. The CQL continuous query language [5] is a SQL-based declarative language to

register continuous queries. AJOSC can be used in CQL engines to accelerate continuous multi-way

join.

8.2 Join Order Selection
8.2.1 Static setting. The join order selection problem, i.e. how to select a good join order for a

multi-way join query, has been richly explored in the static settings [11, 14, 31, 36, 37, 41, 42, 47–49].

One classical solution is StaticDP [37], which we discuss in Section 3. With the development of

machine learning, recently several works use deep reinforcement learning to learn a good join

order [11, 31, 48, 49].

Static setting + adaptive query processing. In static settings, cardinality estimation is impor-

tant for join order selection, but estimating cardinalities before query execution both accurately and

quickly is very hard. To get proper join orders without using too much time estimating cardinalities

before execution, some works begin query execution with suboptimal orders, but gather addi-

tional information during query execution. This additional information helps refine the cardinality

estimates, and the query processing system can switch to better join orders using the refined

accurate estimates. This technique is called adaptive query processing. The works on adaptive

query processing in static settings include [41, 42, 47]. They use machine learning techniques to

use new information to compute new query plans.

8.2.2 Dynamic setting. Join order selection for the dynamic settings has also been explored in pre-

vious works [6, 7, 18, 28]. Since in the dynamic settings, data distribution may change dramatically

over time, the idea of adaptive query processing is also used in the dynamic settings. Adaptive query

processing techniques in the dynamic settings collect information during query execution and

compute new join orders suitable for the current data distribution. The lottery scheduling method

[6] decides the next table to join using the current join selectivity estimates. However, it spends

a lot of time exploring suboptimal orders [32], which makes it slower than AJOSC. This is also

shown in our experiments in Section 7.4. Two-Step+ [18] and Golab’s algorithm [28] use greedy

approaches to choose join orders using the current cost estimates. The Stanford STREAM system

[4] proposes AGreedy [7], a greedy approach to adaptively change the filtering order of pipelined

stream filters, which can be transformed to compute the join order. Comparing to [7, 18, 28], AJOSC

can select optimal join orders if the statistics are accurate, while these 3 greedy approaches cannot.
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Thus, AJOSC spends less time executing the queries, which is shown in our experiments in Section

7.4.

8.3 Other Techniques for Continuous JoinQueries
To accelerate the execution of continuous multiway join, numerous works maintain intermediate

results of the join queries and join the incoming tuple with the intermediate results to obtain

the results directly. This topic is called incremental view maintenance (abbr. IVM), and extensive

research has been conducted on this topic [3, 21, 25, 40, 43]. These works [19, 23, 32, 46] apply

adaptive query processing methods to accelerate incremental view maintenance. Continuous

subgraph matching (abbr. CSM) algorithms [12, 27, 35, 38, 39], which are analogous to continuous

multi-way join algorithms in the context of graph databases, operate similarly to IVM approaches.

AJOSC differs from these works: IVM and CSM algorithms maintain views to accelerate the queries,

which occupy large amounts of memory, making these works inapplicable to scenarios with a

large amount of data. For example, [25] processes 125M tuples (totaling 5GB), but requires 32GB of

memory, which is 6.4 times the data size. In contrast, AJOSC does not use views and consumes

much less memory, making it applicable in a broader range of scenarios. Moreover, the join order

selection algorithm of the IVM/CSM methods cannot work without maintaining views, since the

join orders of these methods depend on the views.

There are also prior works studying window-based multi-joins, e.g. [50]. In these works, tuples

are deleted in the order of their timestamps. In contrast, AJOSC is capable of managing not only

window-based multi-joins, but also arbitrary deletions (which are also called explicit deletions). In

the explicit deletion scenario, tuples are deleted according to received instructions, which do not

follow temporal order.

There are also studies on sharing the computation of multiple continuous multi-way join queries

[16, 33] and reaching high scalability in the distributed setting [15, 26, 45]. In this paper, we focus

on accelerating a single query on a single computation node.

9 Conclusion
In this paper, we propose AJOSC, an adaptive join order selection algorithm for continuous multi-

way join queries. We propose a new cost model named LA cost that can select high-quality join

orders with low overhead, an incremental reordering algorithm that can recompute the join orders

with low overhead when data distribution changes, and a reordering delay mechanism to decide

the timing of updating the join orders which avoids unnecessary reorderings. Experimental results

show that AJOSC accelerates the queries by up to two orders of magnitude compared to prior arts.
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