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ABSTRACT
We consider the optimal dependent bit allocation strategy for
AVS intra-frame coding. Due to the block-based predictive
coding, the rate-distortion (R-D) characteristics of neighbor-
ing blocks are dependent with each other. However, the in-
terblock coding dependency is neglected in most of the exist-
ing bit allocation methods. Different from the conventional
methods, the proposed method fully exploit the interblock
coding dependency and carefully leverage it in the problem
formulation. Then successive convex optimization techniques
are employed to convert the original nonconvex optimization
problem into a series of convex optimization problems which
can be solved efficiently and optimally. Experimental results
have proved the superiority of the proposed method in terms
of significant R-D performance improvement.

Index Terms— AVS intra-frame coding, dependent bit
allocation, successive convex approximation

1. INTRODUCTION

AVS video coding standard [1] is working group of audio and
video coding standard in China, which established in 2002.
Targeting at various video applications, AVS-video coding
standards define different profiles, combining advanced video
coding tools with trade-off between coding efficiency and en-
coder/decoder implementation complexity as well as func-
tional properties.

In AVS intra-frames, the frames are divided into non-
overlapped blocks and coded block by block. Predictive
coding techniques are employed to encode each block. The
prediction signal is derived from the previously reconstructed
neighboring pixels. Because of the transform characteristics
and equal quantization parameters for all the frequency po-
sitions, the quantization distortion is not evenly distributed
inside the frame. Typically the distortion of the block bound-
ary pixels is much larger than that of the interior pixels. A
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Fig. 1. Biased distortion distribution in AVS intra-frames

typical distortion distribution result is shown in Fig. 1. From
the figure, we can see that the average PSNR value of the
boundary pixels is about 1dB lower than that of the interior
pixels. This biased distortion distribution has two disadvan-
tages: one is the blocking artifact which leads to unpleasant
visual experience; the other one is potential degradation of
coding efficiency, since the larger distortion of the boundary
pixels will propagate to the following blocks through intra-
prediction. In [2], deblocking filter is proposed to recover the
boundary pixels and further ease the blocking artifact. How-
ever, the deblocking filter is performed after all the blocks are
encoded. Thus, the error propagation is still inevitable and the
intra-prediction results are not changed. To improve the intra-
prediction performance, more sophisticated intra-prediction
techniques are proposed in [3], where two intra-prediction
modes are combined to get the final prediction value. Al-
though the prediction is improved, the distortion of the neigh-
boring pixels used for intra-prediction is still relatively large.
In [4], an equal distortion distribution strategy is proposed
such that the distortion inside the frame is evenly distributed.
However, to maximize the coding efficiency, the boundary
pixels are expected to have relatively smaller distortion, since
they will be used as the reference pixels for the prediction of
the following blocks. In our previous work [5], an optimal
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Fig. 2. Intra-prediction in AVS

distortion redistribution method is proposed. However, that
work is used for H.264 intra-frame coding. In this paper, an
optimal dependent bit allocation method is proposed, which
is dedicated to AVS intra-frame coding. In our proposed
method, the coding dependency and its impact to the final
coding efficiency are fully investigated.

This paper is organized as follows: in Section II, the cod-
ing dependency of neighboring blocks in AVS intra-frame
coding is investigated; the proposed optimal dependent bit al-
location strategy is introduced in Section III; the experimental
results are shown Section IV and Section V concludes the pa-
per.

2. INTERBLOCK CODING DEPENDENCY IN AVS
INTRA-FRAME CODING

Block-based predictive coding is employed in AVS intra-
frame coding. For each coding block, the neighboring recon-
structed pixels are used for intra-prediction. To accommodate
various video contents and further enhance the prediction per-
formance, 5 different prediction modes are defined for each
8*8 block in AVS Jizhun profile, including a DC prediction
mode and 4 directional prediction modes. As shown in Fig. 2.
For each prediction mode, the neighboring reconstructed pix-
els will be copied along the corresponding direction to form
the prediction result.

After the intra-prediction, the residue block can be cal-
culated by subtracting the prediction block from the original
block in pixel domain. Then, the DCT transform is performed
to obtain the DCT coefficient block. Let us assume the DCT
coefficients at different frequency positions are independent
and follow Gaussian distribution. Based on the classic R-D
theory, the total bitrate can be estimated as

R =

7∑

i=0

7∑

j=0

log
σ2

i,j

Di,j

σ2

i,j > Di,j (1)

where σ2

i,j and Di,j are the variance and the distortion of
the DCT coefficient at frequency position (i, j), respectively.
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Fig. 3. Fitting results of (2) at different frequency positions:
(a) (0,0); (b) (0,2); (c) (3,0); (d) (2,2).

From (1), we can learn that the R-D function can be fully de-
picted if σ2

i,j are estimated.

In this paper, an empirical approach is employed to esti-
mate σ2

i,j . From extensive experiments, we found that σ2

i,j

can be calculated as

σ2

i,j = αi,j d̄+ βi,j (2)

where αi,j and βi,j are frequency position dependent param-
eters. d̄ is the average distortion of the neighboring recon-
structed pixels. Some typical experimental results are shown
in Fig. 3. For the DCT coefficients at each frequency posi-
tion, σ2

i,j increases monotonically with d̄, which is consistent
with our expectation. If d̄ is large, the neighboring pixels used
for intra-prediction tend to have large quantization distortion.
This will lead to worse prediction and more residue. For βi,j ,
it can be viewed as a measure of the intrinsic difference, the
so-called innovation signal, between the original neighboring
pixels and current block. In other words, even the neighboring
pixels are free of quantization distortion, the residue signals
are often not zero. Typically the value of the innovation sig-
nal depends on the characteristics of the image content itself.
It should be noted that the DCT coefficients at different fre-
quency positions correspond to different values of αi,j and
βi,j . (2) is an interesting finding, as it provides us a quanti-
tative, instead of conventionally conceptual, measure of the
coding dependency inhabits in the intra-prediction based im-
age coding.
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3. OPTIMAL DEPENDENT BIT ALLOCATION FOR
AVS INTRA-FRAME CODING

In this section, the proposed optimal dependent bit allocation
strategy for AVS intra-frame coding will be introduced. A
typical rate constrained distortion minimization problem can
be mathematically presented as

min
Ri

n∑

i=1

Di

s.t.
n∑

i=1

Ri ≤ R

(3)

where (Ri,Di) is the R-D pair of each coding unit, and R is
the total rate constraint. In the proposed method, the cod-
ing unit is selected to be the DCT coefficients at each fre-
quency position. In practical implementations, (Ri,Di) can
be adjusted by tuning the quantization parameter, which cor-
responds to the frequency position, in the quantization matrix.

Another critical issue needs to address is the relationship
between the distortion in pixel domain and frequency domain.
Because the intra-prediction is performed in pixel-domain,
d̄ also refers to the average pixel-domain distortion. How-
ever, Di,j is frequency-domain distortion. Let d and D be the
distortion matrix, measured in mean squared error (MSE), in
pixel domain and quantization domain respectively. Assum-
ing that the DCT coefficients at different frequency positions
are independent, we have

vec(d) = (T ′ ⊗ T ′) ◦ (T ′ ⊗ T ′)vec(D) (4)

where T is the DCT transform matrix. ‘⊗’ denotes the Kro-
necker product. ‘◦’ is the componentwise multiplication.
‘vec(.)’ is the operation of converting a matrix into a vector
by stacking all its columns one by one.

Then, the dependent bit allocation optimization problem
can be formulated as

min
Ri,j

7∑

i=0

7∑

j=0

Di,j

s.t.
7∑

i=0

7∑

j=0

Ri,j ≤ R

Ri,j = log
σ2

i,j

Di,j
︸ ︷︷ ︸

g1

σi,j = αi,j d̄+ βi,j

d̄ =
1

15
(

7∑

i=0

d7,i +
6∑

i=0

di,7)

vec(d) = (T ′ ⊗ T ′) ◦ (T ′ ⊗ T ′)vec(D)

σi,j ≥ Di,j

(5)

Unfortunately, the above problem is not a convex opti-
mization problem, since g1 is not a convex function of σ2

i,j .
Thus, it is difficult to find the optimal bit allocation strategy
directly. In this paper, successive convex optimization tech-
niques are employed to solve this optimization problem. In-
stead of solving (5), a series of convex optimization problems
are solved. During each iteration, the nonconvex function g1
is approximated with a convex function. As pointed out in [6],
this iterative approximation will converge to a point satisfy-
ing the Karush-Kuhn-Tucker (KKT) conditions of the original
problem if the approximation of ft(x) meets the following 3
requirements:

• ft(x) ≤ f̃t(x) for all x

• ft(x) ≤ f̃t(x) where x0 is the optimal solution of the
approximated problem in the previous iteration.

• ∇ft(x) = ∇f̃t(x)

Here we approximate g1 as

g1 = log(σ̂2

i,j)− 1 +
σ2

i,j

σ̂2

i,j

(6)

where σ̂2

i,j is the optimal solution of the approximated prob-
lem in previous iteration. To keep the approximation accu-
racy, σ2

i,j is restricted as (1− ǫ)σ̂2

i,j ≤ σ2

i,j ≤ (1 + ǫ)σ̂2

i,j .
With the above convex approximation, we will solve a se-

ries of following optimization problem to obtain the solution
of (5).

min
Ri,j

7∑

i=0

7∑

j=0

Di,j

s.t.
7∑

i=0

7∑

j=0

Ri,j ≤ R

Ri,j = log(σ̂2

i,j)− 1 +
σ2

i,j

σ̂2

i,j

− log(Di,j)

σi,j = αi,j d̄+ βi,j

d̄ =
1

15
(

7∑

i=0

d7,i +

6∑

i=0

di,7)

vec(d) = (T ′ ⊗ T ′) ◦ (T ′ ⊗ T ′)vec(D)

σi,j ≥ Di,j ;

(1− ǫ)σ̂2

i,j ≤ σ2

i,j ≤ (1 + ǫ)σ̂2

i,j

(7)

It can be proved that the problem of (7) is a convex op-
timization. The optimal solution of (7) can be obtained effi-
ciently [7]. Here the scientific software CVX [8] is employed
to get the optimal solution of (7). After the solution of (5)
is obtained, the optimal dependent bit allocation strategy is
achieved as well.

1522



0 1 2 3 4
25

27

29

31

33

35

37

39

41
Bus

bpp

P
S

N
R

 (
dB

)

 

 

rm5.2
proposed

(a)

1 2 3 4 5
25

27

29

31

33

35

37

39

41

43

45

bpp

P
S

N
R

 (
dB

)

Paris

 

 

rm 5.2
proposed

(b)

Fig. 4. R-D performance comparison of the proposed method
with the conventional method

4. EXPERIMENTAL RESULTS

We evaluate the performance of the proposed dependent bit
allocation algorithm using the AVS reference software rm5.2.
Various video sequences with different content characteristics
are employed in the experiments. For each video sequence,
the first frame is encoded as intra-frame. Two different bit
allocation strategies are compared: one is the default bit allo-
cation strategy in the reference software, where all the DCT
coefficients are quantized with the same quantization param-
eter; the other one is the proposed dependent bit allocation
method.

The experimental results of two typical video sequences,
bus and paris, are shown in Fig. 4. It can be seen that com-
pared with the default bit allocation method, the proposed
method significantly improves the R-D performance. One
thing needs to mention is that the bitrate is calculated as in
(1). The coding performance improvement is mainly due to
the careful employment of the interblock coding dependency.
Under the total bitrate constraint, the proposed method tends
to favor the pixels at the block boundaries, since they will
be used for the intra-prediction for their following neighbor
blocks.

5. CONCLUSIONS

In this paper, we proposed an analytic approach for the de-
pendent bit allocation algorithm for AVS intra-frame coding.
Different from the conventional bit allocation method, the in-
terblock coding dependency is fully exploited and leveraged
in the bit allocation. After careful formulation, successive
convex optimization techniques are employed to solve the
original nonconvex problem. A series of convex optimization
problems are solved to achieve the optimal solution which sat-
isfies the KKT conditions of the original optimization prob-
lem. Experimental results have demonstrated the effective-
ness of the proposed method with significant coding perfor-
mance improvement.
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