Dynamic Point Cloud Inpainting via Spatial-Temporal Graph Learning
Zeqing Fu, Student Member, IEEE, Wei Hu, Member, IEEE

Abstract—The maturity of depth sensors and laser scanning techniques has enabled the convenient acquisition of 3D dynamic point clouds—one natural representation of 3D objects/scenes in motion, leading to a wide range of applications such as immersive tele-presence, autonomous driving, augmented and virtual reality. Nevertheless, dynamic point clouds usually exhibit holes of missing data, thus inpainting is crucial to the subsequent rendering or downstream understanding tasks. Dynamic point cloud inpainting has been largely overlooked so far, which is also quite challenging due to the irregular sampling patterns both in the spatial domain and temporal domain. To this end, we propose an efficient dynamic point cloud inpainting method based on a learnable spatial-temporal graph representation, exploiting both the second-order inter-frame coherence and the intra-frame self-similarity. The key is the second-order inter-frame coherence that enforces the consistent flow in 3D motion over time, for which we search the temporal correspondence in consecutive frames for the same underlying surface by the point-to-plane distance and represent the correlation between them via temporal edge weights in the graph. Based on the second-order inter-frame coherence and intra-frame self-similarity, we formulate dynamic point cloud inpainting as a joint optimization problem of the desired point cloud and underlying spatial-temporal graph, which is regularized by consistency in the temporal edge weights and smoothness in the spatial domain. We analyze and reformulate the optimization, leading to an efficient alternating minimization algorithm. Experimental results show that the proposed approach outperforms several competing methods significantly, both on synthetic holes and real holes.

Index Terms—3D dynamic point clouds, inpainting, spatial-temporal graph, inter-frame coherence.

I. INTRODUCTION

3D dynamic point cloud has received increasing attention as an efficient representation of arbitrarily-shaped 3D objects or scenes in motion. It consists of a sequence of point clouds, each of which is a set of discrete points sampled from the continuous surface of objects or scenes. Each point in a point cloud corresponds to a measurement point and contains most original information of the point, including the 3D coordinates representing the geometric information and possibly attribute information such as color and normal. The development of depth sensing and laser scanning techniques has enabled the convenient acquisition of dynamic point clouds, with a wide range of applications such as immersive tele-presence, autonomous driving, augmented and virtual reality.

Nevertheless, 3D dynamic point clouds often exhibit several holes of missing data inevitably, as shown in Fig. 1. This is mainly due to incomplete scanning views, fast object motion and inherent limitations of the acquisition equipments. Besides, there may lack some regions in the data itself (e.g., dilapidated heritage). Therefore, it is necessary to inpaint incomplete point clouds prior to the subsequent applications. Nevertheless, dynamic point cloud inpainting is quite challenging, because each point cloud frame is irregularly sampled and different frames have varying sampling patterns with possibly different numbers of points, which means there is no explicit temporal correspondence between points over time.

However, the direct inpainting of dynamic point clouds has been largely overlooked so far in the literature, while many approaches have been proposed for static point clouds [3]–[18]. If we apply them to point cloud sequences frame by frame, the inpainting process of each frame is independent to each other, which neglects the inter-frame correlation and thus is sub-optimal. Fu et al. proposed dynamic point cloud inpainting by exploiting the inter-frame consistency and the intra-frame self-similarity [19]. However, the inter-frame consistency is only enforced between each pair of adjacent point cloud frames, which may not capture the consistent change of 3D motion over several consecutive frames—consistent motion flow. Also, the graph representation in [19] is empirically constructed, and the search for temporally corresponding cubes of points could be further improved.

Fig. 1. Several consecutive frames of the 3D dynamic point cloud Long-dress [2] with holes.

For example, laser scanning is less sensitive to the objects in dark colors. This is because the darker it is, the more wavelengths of light the surface absorbs and the less light it reflects. Thus the laser scanning devices are unable to receive enough reflected light for dark objects to recognize.
To this end, we propose to inpaint the geometry of dynamic point clouds by exploiting the second-order inter-frame coherence and the intra-frame self-similarity, based on a learnable spatial-temporal graph representation to capture the underlying structure of irregular point cloud frames. The key is the second-order inter-frame coherence based on the observation that the flow in 3D motion is often consistent over time. It is meanwhile challenging, since there is no explicit point-to-point correspondence between adjacent point cloud frames as mentioned. To address this issue, given consecutive frames, we propose to search local cubes of points among the frames that correspond to the same underlying surface—referred to as corresponding cubes via a point-to-plane metric, which captures the temporal distance between the surfaces in cubes better than [19]. We then learn the correlation between them as the temporal edge weights in the spatial-temporal graph. Further, the temporal edge weights between each pair of corresponding cubes are constrained to be similar over different pairs so as to exploit the temporally consistent motion flow, i.e., the second-order inter-frame coherence.

Based on the second-order inter-frame coherence and our previously proposed intra-frame self-similarity [17] that exploits regions with similar geometry, we formulate dynamic point cloud inpainting as a joint optimization problem of the desired point cloud and the underlying spatial-temporal graph. The optimization is regularized by 1) the second-order inter-frame coherence, formulated as the $l_1$ norm of the difference in the temporal edge weights among consecutive frames and 2) intra-frame self-similarity, formulated as a graph-signal smoothness prior [20] in the spatial domain. To solve the optimization, we analyze and reformulate the objective, and then optimize the desired point cloud, the temporal edge weights and the spatial edge weights alternately. Experimental results show that the proposed approach outperforms several competing methods significantly on both synthetic holes and real holes.

Our contributions can be summarized as follows:

- We propose dynamic point cloud inpainting by exploiting the second-order inter-frame coherence and the intra-frame self-similarity, based on a learnable spatial-temporal graph representation for adaptive structural description.
- We propose the second-order inter-frame coherence to capture the consistent motion flow between corresponding cubes among consecutive frames, and formulate it as the $l_1$ norm of the difference in the temporal edge weights of the underlying spatial-temporal graph.
- We cast dynamic point cloud inpainting as the joint optimization of the desired point cloud and the underlying spatial-temporal graph, regularized by the second-order inter-frame coherence and the intra-frame self-similarity.
- We analyze and reformulate the optimization problem, and present an algorithm to solve it efficiently. Experimental results demonstrate the superiority of the proposed method.

The outline of the paper is as follows. We first discuss previous methods in Section II. Then we review relevant concepts and tools in graph signal processing in Section III. Next, we elaborate on the problem formulation in Section IV, and present the algorithm development in Section V. Experimental results and conclusions are presented in Section VI and VII, respectively.

II. RELATED WORK

We review previous works on point cloud inpainting and spatial-temporal graph learning, respectively.

A. Point Cloud Inpainting

While few methods [19] study the direct inpainting of dynamic point clouds, we focus on the review of previous inpainting works on static point clouds.

1) Static Point Cloud Inpainting: According to the cause of holes, we divide static point cloud inpainting into two classes: 1) inpainting holes in the object itself such as heritage and sculptures [3]–[9], which is often large, and 2) inpainting holes caused by the limitation of scanning devices [10]–[18], which is comparatively small and fragmented.

For the first class of methods, the main hole-filling data source is online database, as the holes are often large. Sahay et al. [5] propose a gradient map and dictionary learning-based method to harness the geometric prior. They project the point cloud to a depth map, search a similar one from an online depth database via dictionary learning, and then minimize the error in the known region to ensure the smoothness in the formulation. However, the projection process inevitably introduces geometric loss. Instead, Dinesh et al. [8], [9] fill this kind of holes with the data in the object itself. In particular, they determine the inpainting order by giving priority to the points along the hole boundary, and search best matching regions based on the smallest rotation difference in order to fill the missing area. The results still suffer from geometric distortion due to the simple data source.

The second class of methods focus on holes generated due to the limitations of scanning devices. This kind of holes is smaller than the aforementioned ones in general, thus the information of the data itself is often enough for inpainting. Wang et al. [10] and Quinsat et al. [11] create a triangle mesh from the input point cloud, identify the vicinity of the hole to build the mesh over the hole, and finally interpolate the missing area. These methods rely on the quality of mesh construction though. Lozes et al. [12], [13] employ partial difference operators to solve an optimization problem on the point cloud, which only refers to the neighborhood of the hole to compute the geometric structure. Muruki et al. [15] generate a surface to fit the vicinity of the hole and interpolate the surface for inpainting. Due to the reference information from the local neighborhood only, the results of these methods tend to be more planar than the ground truth. Also, artifacts are likely to occur around the boundary when the geometric structure is complicated. Fu, Hu et al. [16], [17] exploit the non-local similarity in the point cloud, which searches the most similar region to the missing region based on the normals of points, and fills the hole by formulating an optimization problem based on the similar region and a graph-signal smoothness prior.
Besides, some works for static point clouds deal with particular point cloud data such as geometrically regular point clouds of buildings in [21], flattened bar-shaped holes in the human body data in [22], and dynamic holes with static objects in [23], which are unsuitable for general cases though.

2) Dynamic Point Cloud Inpainting: Fu et al. [19] propose the geometry inpainting of dynamic point clouds, exploiting the inter-frame consistency and the intra-frame self-similarity based on a spatial-temporal graph representation. We extend this work from the following three aspects: 1) instead of considering only the first-order inter-frame consistency enforced between each pair of adjacent point cloud frames, we further exploit the second-order temporal coherence, which captures the consistency in changes/flows of 3D motion over several consecutive frames; 2) instead of empirical graph construction, we propose to learn the underlying spatial-temporal graph adaptively from the data and the regularization of the second-order temporal coherence; 3) we improve the search for temporally corresponding cubes of points by leveraging a point-to-plane metric instead of a point-to-point metric, which measures the distance between the underlying surfaces more accurately.

B. Spatial-Temporal Graph Learning

While many efforts have been made for graph learning [24]–[26], few attempts explore spatial-temporal graph learning.

Hallac et al. [27] address spatial-temporal graph learning by time-varying graphical Lasso, which combines graphical Lasso with a temporal regularization and acquires the solution using alternating direction method of multipliers. The graphs estimated by this approach often have negative edge weights, whereas edge weights in our problem formulation are constrained to be non-negative in the context of point clouds.

Kalogoflias et al. [28] and Yamada et al. [29] learn spatial-temporal graphs by penalizing fast changes of the adjacency matrices to enforce smoothly varying edge weights over time. Different from their prior that graph edges at each time change smoothly over time, we assume the change in graph edges between adjacent point cloud frames varies consistently over time, i.e., the second-order temporal coherence, which characterizes dynamic point clouds better. Also, we learn the edge weights between adjacent point clouds to capture the temporal correlation in addition to edge weights at each time.

Besides, [30]–[34] learn spatial-temporal graphs in graph convolutional neural networks from multiple observations, while our method learns the graph from the input single observation. In addition, Baingana et al. [35] aim to learn the time-varying graphs to capture causal relationships in the network. This model focuses on the learning of directed graphs by considering the spread process on networks along the time dimension, while our method focuses on learning undirected graphs for point clouds. Compared with deep learning based spatial-temporal graph learning, the proposed method is advantageous in the following three aspects: 1) The proposed method learns the graph from the input single observation in an unsupervised manner; in contrast, deep learning based methods often require a large amount of training data and the supervision of ground truth graphs. 2) The proposed method is more generalizable to various point clouds than deep learning based methods. 3) The proposed method is interpretable based on the second-order inter-frame coherence and the intra-frame self-similarity, while deep learning based methods often lack interpretability.

III. SPECTRAL GRAPH THEORY

We first provide a review on basic concepts in spectral graph theory [36] and graph signal processing [37]–[39], including graph, graph Laplacian and graph-signal smoothness prior, which will be leveraged in the proposed dynamic point cloud inpainting.

A. Graph and Graph Laplacian

We consider an undirected graph \( G = \{V, E, W\} \) composed of a vertex set \( V \) of cardinality \(|V| = N\), an edge set \( E \) connecting vertices, and a weighted adjacency matrix \( W \). \( W \) is a real symmetric \( N \times N \) matrix, where \( w_{i,j} \) is the weight assigned to the edge \((i, j)\) connecting vertices \(i\) and \(j\). We assume non-negative weights, i.e., \( w_{i,j} \geq 0 \). For example, the \( K\)-Nearest Neighbor (\(K\)-NN) graph is a commonly used undirected graph, which is constructed by connecting each point with its nearest \(K\) neighbors.

The Laplacian matrix is defined from the adjacency matrix [36]. Among different variants of Laplacian matrices, the commonly used combinatorial graph Laplacian [40]–[42] is defined as \( \mathcal{L} := D - W \), where \( D \) is the degree matrix—a diagonal matrix where \( d_{i,i} = \sum_{j=1}^{N} w_{i,j} \).

![Fig. 2. A K-NN graph constructed when K = 3 with graph signal (red arrows). The connections of boundary vertices are omitted.](image)

B. Graph-Signal Smoothness Prior

Graph signal refers to data residing on the vertices of a graph. For example, if we construct a \(K\)-NN graph on the point cloud, then the normal or the coordinate of each point can be treated as graph signal defined on the \(K\)-NN graph, as shown in Fig. 2. In our context, the graph signal is the normal in the intra-source cube searching approach in Section IV-B, while it refers to the coordinates of points in the problem formulation in Section IV-E.

A graph signal \( z \) defined on a graph \( G \) is smooth with respect to the topology of \( G \) if

\[
\sum_{i \sim j} w_{i,j}(z_i - z_j)^2 \leq \epsilon, \quad \forall i,j,
\]

(1)
where $\epsilon$ is a small positive scalar, and $i \sim j$ denotes two vertices $i$ and $j$ are one-hop neighbors in the graph. In order to satisfy Eq. (1), $z_i$ and $z_j$ have to be similar for a large edge weight $w_{i,j}$, and could be quite different for a small $w_{i,j}$. Hence, Eq. (1) enforces $z$ to adapt to the topology of $G$, which is thus called graph-signal smoothness prior. This prior also possesses an interpretation in the frequency domain as low-pass filtering, as well as a continuous interpretation as a smoothness functional defined on the underlying Riemannian manifold [43].

As $z^\top L z = \sum_{i \sim j} w_{i,j} (z_i - z_j)^2$ [44], Eq. (1) is concisely written as $z^\top L z < \epsilon$ in the sequel. This prior will be deployed in our problem formulation of point cloud inpainting as a regularization term for spatial-temporal smoothness, as detailed in Section IV-E and Section V-A.

IV. PROBLEM FORMULATION

We now introduce the proposed point cloud inpainting method, leveraging on the spectral graph theory in Section III. The input data is a point cloud sequence denoted by $S = \{P_1, P_2, ..., P_q\}$, where $P_f, f = 1, ..., q$ denotes each frame of point cloud in the sequence. As shown in Fig. 3, we process each target frame $P_f$ with holes in order with the following steps:

1) We split $P_f$ into cubes of fixed size as units to be processed in the subsequent steps.
2) We choose the target cube with missing area manually.
3) We search for the most similar cube to the target cube in $P_f$, which is referred to as the intra-source cube, based on the variation in normals of points as in our previous work [17].
4) We search for the corresponding cubes to the target cube both in $P_{f-1}$ and $P_{f+1}$, which is referred to as the inter-source cubes. The idea is to search the cube with the most nearest neighbors of the points in the target cube, in which the distance measure between two points is point-to-plane for capturing surface structures.
5) We formulate the inpainting problem into an optimization problem, which leverages the intra- and inter-source cubes, the graph-signal smoothness prior of the spatial-temporal graph as well as a second-order temporal coherence term in the temporal edge weights. We analyze and reformulate the objective, and then solve the optimization problem iteratively, leading to the resulting cube.
6) We replace the target cube with the resulting cube as the output.

A. Preprocessing

Given a target frame of point cloud $P_f = \{p_1, p_2, ...\}$ with $p_i \in \mathbb{R}^3$ meaning the coordinates of the $i$-th point in the point cloud, we first split $P_f$ into overlapping cubes $\{c_1, c_2, ...\}$ with $c_i \in \mathbb{R}^{M^3 \times 3}$ ($M$ is the size of the cube), as the processing unit of the proposed inpainting algorithm. $M$ is empirically set according to the coordinate range of $P_f$ ($M = 20$ in our experiments), while the overlapping step is empirically set as $4M$. This is a trade-off between the computational complexity and ensuring enough geometry information available to search for source cubes. Having obtained the cubes, we choose the cube with missing data as the target cube $c_t$ manually. In order to ensure there is enough known information available in $c_t$ for similar cube search, we constrain that the percentage of the hole in a cube
should cover less than 50% of the total points when projected to a 2D depth map. Besides, in the presence of a hole larger than the cube size, we will divide the hole into several small holes, and then inpaint the small holes in the inward order.

In addition, in order to save the computation complexity and increase the accuracy of the subsequent cube matching, we choose candidate cubes \(c_t\) for intra-source cube searching by filtering out cubes with the number of points less than 80% of that of \(c_t\). We test that, around 67.96% of cubes are filtered out on average, which reduces the computation complexity of the intra-source cube matching significantly, given that the running time for each cube matching takes about 0.12 second. Also, we augment the candidates by mirroring these cubes with respect to the \(x\)-\(y\) plane, which has been validated to be useful in the previous work [17] and will be employed in the next step.

\(\text{B. Intra-frame Self-Similar Cube Matching}\)

In order to search for the most similar cube to \(c_t\) in \(\mathbf{P}_f\), we first define the geometric similarity metric \(\delta(c_t, c_c)\) between the target cube \(c_t\) and each candidate cube \(c_c\), as in [16], [17], by the difference in Direct Component (DC) and Anisotropic Graph Total Variation (AGTV) of normals between \(c_t\) and \(c_c\):
\[
\delta(c_t, c_c) = \exp\left\{-\frac{1}{2} \left[ \left( \mathbf{d}(c_t), \mathbf{d}(c_c) \right) + \left| \mathbf{v}(c_t) - \mathbf{v}(c_c) \right| \right] \right\},
\]
where \(\mathbf{d}(c_t)\) and \(\mathbf{d}(c_c)\) are the DC of cube \(c_t\) and \(c_c\), while \(\mathbf{v}(c_t)\) and \(\mathbf{v}(c_c)\) are the AGTV of \(c_t\) and \(c_c\).

Specifically, as defined in [17], the DC is essentially an average of the normals, which presents the prominent geometry direction of the cube. The AGTV is a variant of graph total variation, which describes the variation of normals in the cube with respect to the underlying graph structure.

Having computed the similarity metric in Eq. (2) between the target cube and all candidate cubes in \(\mathbf{P}_f\), we choose the candidate cube with the largest similarity as the intra-source cube \(c_c\). However, \(c_c\) cannot be directly adopted for inpainting, because it is just the most similar to \(c_t\) in the geometric structure, but not in the relative location in the cube. Hence, we further perform structure matching (i.e., coarse registration) for \(c_s\) and \(c_t\) so as to match the relative locations as in [17], which includes both translation and rotation as a simplified Iterative Closest Points (ICP) algorithm [45], [46]. This leads to the final intra-source cube, denoted as \(c_s\), which will be adopted in the final inpainting step.

\(\text{C. Inter-frame Corresponding Cube Matching}\)

Considering that the inpainted results of dynamic point clouds should be coherent among consecutive frames, it is necessary to search the temporal corresponding cubes between neighboring frames in a point cloud sequence, which correspond to the same local underlying surface in the 3D object or scene. Unlike videos, dynamic point clouds are irregular, thus the temporal correspondence is challenging to search. Few methods explore this problem for the compression of dynamic point clouds [47]–[49], which compare the difference of the octree data structure [47], the local features of each point based on spectral graph wavelets [48], or 2D patches projected from 3D dynamic point clouds [49]. However, there exist the limitations of the octree structure, the expensive computation complexity, or the projection loss.

In order to efficiently explore the temporal coherence in dynamic point clouds, we propose to find corresponding cubes for \(c_t\) both in \(\mathbf{P}_{f-1}\) and \(\mathbf{P}_{f+1}\), which describe the same underlying surface as \(c_t\) at different time and are denoted by \(c_t^{f-1}\) and \(c_t^{f+1}\) respectively as the inter-source cubes. This is realized by searching the nearest neighbor of each point in terms of a point-to-plane distance metric, which is simple yet effective. Note that, the inter-frame coherence can be generalized to several previous and subsequent frames, instead of one forward and one backward as in our method.

Specifically, inspired by the observation that a set of points representing the same region have little variation in the consecutive frames, we find the temporal coherence via searching the nearest neighbor of each point in the target cube in terms of a point-to-plane distance metric. As shown in Fig. 4, we first find the cube \(c_t' \in \mathbb{R}^{M^3 \times 3}\) in \(\mathbf{P}_{f-1}\) (one green cube in Fig. 4) as
\[
s(c_t') = s(c_t),
\]
where \(s(c_t')\) denotes the coordinate of the centering point of \(c_t'\), and \(s(c_t)\) denotes the coordinate of the center of \(c_t\). This means \(c_t'\) is collocated as \(c_t\) in the relative location.

Then we create a bounding box \(b_t^{f-1} \in \mathbb{R}^{H^3 \times 3}\) (\(H\) is the size of the bounding box) around \(c_t'\) as
\[
s(b_t^{f-1}) = s(c_t'),
\]
where \(s(b_t^{f-1})\) is the coordinate of the centering point of \(b_t^{f-1}\). Then, in \(b_t^{f-1}\), we search the nearest neighbor of each point in \(c_t\) in terms of a point-to-plane metric, as illustrated with yellow lines in Fig. 4. In particular, the point-to-plane distance \(\text{dis}_{k,l}\) between the point \(q_{t,k}\) in \(c_t\) and the point \(q_{s,l}\) in \(c_s\) is defined as in [50]:
\[
\text{dis}_{k,l} = \| (q_{t,k} - q_{f-1}^{s,l}) \cdot n_{t,k} \|^2,
\]
where the distance vector between two points is calculated as the difference of their coordinates, and the unit normal vector \(n_{t,k}\) is the normal vector of the point \(q_{t,k}\) in \(c_t\). Thus the point-to-plane distance is the projection of the point-to-point
distance along the normal of the point in \( c_t \), which reflects the distance to the tangent plane for structural characterization.

Next, we create a sliding cubic window \( c_w \in \mathbb{R}^{3\times3} \) in the bounding box \( B_t^{-1} \). The inter-source cube \( c_t^{-1} \in \mathbb{R}^{3\times3} \) in \( P_{f-1} \) is found by

\[
c_t^{-1} = \arg \max_{c_w} V(c_w),
\]

where \( V(c_w) \) is the number of the nearest neighbors of \( c_t \) in \( c_w \) in terms of the point-to-plane distance. That is, \( c_t^{-1} \) contains the most structurally nearest neighbors of \( c_t \).

However, \( c_t^{-1} \) is just the most relevant cube in \( P_{f-1} \) to \( c_t \) in the temporal correlation. There may exist a rigid transformation between \( c_t^{-1} \) and \( c_t \) due to the motion. Thus, we perform the same structure matching on \( c_t^{-1} \) as the way we deal with \( c_s \) in Section IV-B, which leads to the final inter-source cube in \( P_{f-1} \), denoted as \( c_t^{-1} \). The final inter-source cube in \( P_{f+1} \), denoted by \( c_t^{+1} \), is searched in the same way as in \( P_{f-1} \). Thus we obtain two source cubes as the temporal reference, which will be adopted in the graph initialization and the problem formulation as follows.

\textbf{D. Spatial-Temporal Graph Initialization}

In order to exploit the spatial-temporal correlation, we propose to build a \textit{triple-cube} \( g \in \mathbb{R}^{3\times3} \) from the target cube \( c_t \) and its inter-frame corresponding cubes as

\[
g = \begin{bmatrix} c_t^{-1} & c_t & c_t^{+1} \end{bmatrix},
\]

and construct a spatial-temporal graph \( G_g \) over \( g \) as an initial representation of the desired cube \( c_s \), which will be updated during the optimization. We discuss the construction of spatial connectivities and temporal connectivities in order.

1) \textit{Spatial Graph Initialization}: Due to the hole in \( c_t \), the spatial correlation within \( c_t \) is incomplete from the observation. Instead, we approximate such spatial correlation with that of its intra-frame self-similar cube \( c_s \).

As in [19], we choose to build a \( K \)-NN graph as mentioned in Section III-A, based on the affinity of geometric distance among points in \( c_s \). The edge weight \( w_{k,l} \) between nodes \( k \) and \( l \) in \( c_s \) is assigned as a thresholded Gaussian function of the distance between points:

\[
w_{k,l} = \begin{cases} \exp(-\frac{|p_k-p_l|^2}{\sigma^2}), & k \sim l \\ 0, & \text{otherwise} \end{cases}
\]

where \( \sigma \) is a weighting parameter (empirically \( \sigma = 1 \) in our experiments). This is based on the assumption that geometrically closer points are more similar in general.

2) \textit{Temporal Graph Initialization}: We connect points in each pair of corresponding cubes as the temporal edges. Due to the hole in \( c_t \), we approximate the connectivity associated with the unknown region of \( c_t \) by the corresponding region in \( c_s \). Whereas there is no explicit point-to-point correspondence in the temporal domain, we connect points that are close in terms of the projection distance. In particular, inspired by the method in [51], we compare the distance from each point in the corresponding cubes to the tangent plane at one (pseudo) cube center, which captures the similarity in geometric curvature of cubes.

Taking the connectivity between \( c_t \) and \( c_t^{-1} \) as an example, we first construct a reference plane at the pseudo center of \( c_t \)—the nearest point \( q_t,c \) to the center of \( c_t \). The reference plane is tangent to \( q_t,c \) and perpendicular to the normal \( n_t,c \) at \( q_t,c \). Secondly, we project each point in \( c_t \) and \( c_t^{-1} \) onto the reference plane. For each point \( q_{t,k} \) in \( c_t \), we search a point \( \hat{q}_{t,l}^{-1} \) in \( c_t^{-1} \), whose projection on the tangent plane is closest to that of \( q_{t,k} \). If the nearest neighbor of \( q_{t,k} \) in terms of projection is too far, we take its three nearest neighbors in \( c_t^{-1} \) to compute a nearest plane for \( q_{t,k} \), and take the intersection point of the plane and the projection perpendicular at \( q_{t,k} \) as the nearest point \( \hat{q}_{t,l}^{-1} \).

Having connected points between \( c_t \) and \( c_t^{-1} \), we set the weight of each temporal edge as 1 or 0 for simplicity:

\[
w_{k,l} = \begin{cases} 1, & q_{t,k} \sim \hat{q}_{t,l}^{-1} \\ 0, & \text{otherwise} \end{cases}
\]

It is the same for the connectivity between \( c_t \) and \( c_t^{+1} \). Thus, we initialize the spatial-temporal graph \( G_g \) over \( c_t \) as an initial graph representation of the desired cube \( c_s \), which incorporates information from both intra-frame and inter-frame source cubes. Next, we discuss the problem formulation based on \( g \) and \( G_g \).

\textbf{E. Problem Formulation}

Based on the triple-cube \( g \) and the intra-frame source cube \( c_s \), we cast the inpainting problem as an optimization problem, which is regularized by the graph-signal smoothness prior mentioned in Section III-B with respect to \( G_g \) and the \( l_1 \) norm of the difference in the temporal edge weights for keeping the second-order temporal coherence. This problem is formulated as

\[
\min_{c_s, W_{f-1,f}, W_{f+1,f}, \Omega_g} \| \Omega_c - \Omega_{c_t} \|^2_F + \alpha \| \Omega_c - \Omega_{c_s} \|^2_F + \beta \text{tr}(g^T L_g g) + \gamma \| W_{f-1,f} - W_{f+1,f} \|_1,
\]

where:

- \( c_s \in \mathbb{R}^{3\times3} \) is the desired resulting cube.
- \( \Omega \) is a \( 3\times3 \) diagonal matrix with \( \Omega_{i,i} \in \{0,1\} \), where 0 indicates known points and 1 indicates missing points. Thus \( \Omega_{c_t} \) and \( \Omega_{c_s} \) represent the missing region in \( c_t \) and \( c_s \) respectively. \( \Omega \) is complementary to \( \Omega \), which extracts the known region.
- \( W_{f-1,f} \) is the weight matrix of the temporal graph edges we construct between \( c_t^{-1} \) and \( c_t \), and \( W_{f+1,f} \) is the weight matrix between \( c_t^{+1} \) and \( c_t \). These two matrices will be discussed in detail later.
- \( L_g \in \mathbb{R}^{3\times3} \) is the graph Laplacian matrix of the spatial-temporal graph constructed over \( g \). The graph-signal smoothness prior \( g^T L_g g \) will be analyzed in Section V-A in detail.
α, β and γ are three positive weighting parameters (we empirically set α = 1, β = 0.5 and γ = 5 in the experiments).

The first term in Eq. (10) is a data fidelity term, which ensures the desired cube to be close to the observed \( c_t \) in the known region by minimizing the Frobenius norm of the difference between them. The second term constraints the missing region of \( c_t \) to be similar to that of its self-similar cube \( \hat{c}_t \) by minimizing the Frobenius norm of the difference between them in the missing region. The third term is the graph-signal smoothness prior with respect to the spatial-temporal graph, which enforces the spatial-temporal smoothness. Note that, we take the trace to compute the sum of the prior in the x-, y-, and z-coordinate. Further, the last term is the regularization for the second-order inter-frame coherence, which keeps the motion flow among consecutive frames temporally consistent.

That is, by enforcing the temporal edges between \( \{e_t^{-1}, c_r\} \) and those between \( \{c_r, \hat{c}_t^{-1}\} \) to be similar, we constrain the change in 3D motion to be smooth over time.

To solve Eq. (10) efficiently, we unfold the third term with some analysis, and reformulate Eq. (10) to develop an algorithm in the next section.

V. FORMULATION ANALYSIS AND ALGORITHM DEVELOPMENT

In this section, we first expand and analyze the spatial-temporal graph-signal smoothness prior \( \mathbf{g}^\top \mathbf{L}_g \mathbf{g} \). Based on the analysis, we simplify and reformulate the optimization in Eq. (10). Finally, we present an efficient algorithm to optimize the desired point cloud, the temporal edge weights and the spatial edge weights alternately.

A. Analysis of the Spatial-Temporal Smoothness Prior

The spatial-temporal smoothness prior \( \mathbf{g}^\top \mathbf{L}_g \mathbf{g} \) in Eq. (10) enforces the structure of the triple-cube \( \mathbf{g} \) to be smooth with respect to the spatial-temporal graph \( \mathcal{G}_g \). We unfold it and analyze its function for simplification as follows.

As defined in IV-D, \( \mathbf{g} \) consists of three cubes: \( \hat{c}_t^{-1}, c_r, \hat{c}_t^{+1} \), so the weighted adjacency matrix \( \mathbf{W}_g \) of \( \mathcal{G}_g \) can be written as:

\[
\mathbf{W}_g = \begin{bmatrix}
\mathbf{W}_{f-1,f-1} & \mathbf{W}_{f-1,f} & \mathbf{W}_{f-1,f+1} \\
\mathbf{W}_{f,f-1} & \mathbf{W}_{f,f} & \mathbf{W}_{f,f+1} \\
\mathbf{W}_{f+1,f-1} & \mathbf{W}_{f+1,f} & \mathbf{W}_{f+1,f+1}
\end{bmatrix},
\]

where the submatrix \( \mathbf{W}_{f-1,f-1} \) is composed of edge weights between points in \( \hat{c}_t^{-1} \), \( \mathbf{W}_{f-1,f} \) denotes edge weights between the points of \( \hat{c}_t^{-1} \) and \( c_r \), and the other submatrices are composed similarly. Note that \( \mathbf{W}_g \) is symmetric, so we have \( \mathbf{W}_{f-1,f} = \mathbf{W}_{f,f-1}^\top \), \( \mathbf{W}_{f-1,f+1} = \mathbf{W}_{f+1,f-1}^\top \) and \( \mathbf{W}_{f,f+1} = \mathbf{W}_{f+1,f}^\top \).

As mentioned in Section III-A, the degree matrix \( \mathbf{D}_g \) of \( \mathcal{G}_g \) is a diagonal matrix. We rewrite it as:

\[
\mathbf{D}_g = \begin{bmatrix}
\mathbf{D}_{f-1} & 0 & 0 \\
0 & \mathbf{D}_f & 0 \\
0 & 0 & \mathbf{D}_{f+1}
\end{bmatrix}.
\]

Then we can write the graph Laplacian matrix \( \mathbf{L}_g \) of \( \mathcal{G}_g \) according to the definition as

\[
\mathbf{L}_g = \begin{bmatrix}
\mathbf{D}_{f-1} - \mathbf{W}_{f-1,f-1} & -\mathbf{W}_{f-1,f} & -\mathbf{W}_{f-1,f+1} \\
-\mathbf{W}_{f,f-1} & \mathbf{D}_f - \mathbf{W}_{f,f} & -\mathbf{W}_{f,f+1} \\
-\mathbf{W}_{f+1,f-1} & -\mathbf{W}_{f+1,f} & \mathbf{D}_{f+1} - \mathbf{W}_{f+1,f+1}
\end{bmatrix},
\]

(13)

Therefore, the spatial-temporal smoothness term \( \mathbf{g}^\top \mathbf{L}_g \mathbf{g} \) can be expanded as

\[
\mathbf{g}^\top \mathbf{L}_g \mathbf{g} = \left[ (\hat{c}_t^{-1})^\top (c_r)^\top (\hat{c}_t^{+1})^\top \right] \left[ \begin{bmatrix} \hat{c}_t^{-1} \\ c_r \\ \hat{c}_t^{+1} \end{bmatrix}^\top \right] = (\hat{c}_t^{-1})^\top (\mathbf{D}_{f-1} - \mathbf{W}_{f-1,f-1})\hat{c}_t^{-1} - (c_r)^\top \mathbf{W}_{f,f-1}\hat{c}_t^{-1} - (\hat{c}_t^{+1})^\top \mathbf{W}_{f+1,f-1}\hat{c}_t^{+1} - (c_r)^\top \mathbf{W}_{f,f+1}\hat{c}_t^{+1} - (\hat{c}_t^{-1})^\top \mathbf{W}_{f-1,f+1}\hat{c}_t^{+1} + (c_r)^\top \mathbf{W}_{f+1,f+1}\hat{c}_t^{+1} + (\hat{c}_t^{+1})^\top (\mathbf{D}_{f+1} - \mathbf{W}_{f+1,f+1})\hat{c}_t^{+1}.
\]

(14)

In Eq. (14), we observe that some terms of \( \mathbf{g}^\top \mathbf{L}_g \mathbf{g} \) are independent of the inpainting task, such as the 1st, 3rd, 7th and 9th term. These terms are only related to \( \hat{c}_t^{-1} \) and \( \hat{c}_t^{+1} \), but irrelevant to the unknown variable \( c_r \). So we can treat them as constants in the optimization objective. Besides, some pairs of terms are equivalent. For example, the 2nd and 4th terms are transposed to each other, so their trace are equal. It is the same for the 6th and 8th terms, which can be combined into one term. Hence, \( \mathbf{g}^\top \mathbf{L}_g \mathbf{g} \) is simplified as

\[
\mathbf{g}^\top \mathbf{L}_g \mathbf{g} = C + (c_r)^\top \mathcal{L}' c_r - 2(\hat{c}_t^{-1})^\top \mathbf{W}_{f-1,f} c_r - 2(\hat{c}_t^{+1})^\top \mathbf{W}_{f+1,f+1} c_r,
\]

(15)

where \( C \) is a constant. \( \mathcal{L}' = \mathbf{D}_f - \mathbf{W}_{f,f} \) is a generalized Laplacian, because the degree \( \mathbf{D}_f \) in Eq. (12) includes not only the sum of the edge weights in the current cube \( c_r \) but also the sum of the temporal edge weights with the previous and subsequent corresponding cubes. As generally defined in [52], a generalized Laplacian is a symmetric matrix with non-positive off-diagonal entries, which can be constructed as \( \mathcal{L}' = \mathcal{L} + \mathbf{P} \), where \( \mathcal{L} \) is the combinatorial graph Laplacian matrix and \( \mathbf{P} \) is a diagonal matrix. Here \( \mathbf{P} \) provides the additional degree contributed by temporal edge weights associated with \( \hat{c}_t^{-1} \) and \( \hat{c}_t^{+1} \). Hence, the second term in Eq. (15) is the graph-signal smoothness prior for the desired cube \( c_r \), which enforces its internal structure to be smooth when merging information from both intra- and inter-source cubes.

The third term of Eq. (15) is actually a dot product between \( \hat{c}_t^{-1} \) and \( \mathbf{W}_{f-1,f} c_r \). As \( \mathbf{W}_{f-1,f} \) contains temporal edge weights between corresponding cubes in the current frame and the previous frame, \( c_r = \mathbf{W}_{f-1,f} c_r \) can be interpreted as the diffusion from the desired cube \( c_r \) to its temporal correspondence in the previous frame, which makes the distribution of...
the points in \( \hat{c}_r \) approach that in \( \hat{c}_t^{f-1} \). Therefore, when we minimize the third term of Eq. (15), the operation follows as

\[
\min \quad -2\text{tr}[(\hat{c}_t^{f-1})^T \hat{c}_r] = \max \quad 2\text{tr}[(\hat{c}_t^{f-1})^T \hat{c}_r].
\]

(16)

Thus, the smaller the third term of Eq. (15) is, the larger the dot product between \( \hat{c}_t^{f-1} \) and \( \hat{c}_r \) is, and the more similar they are. Hence, this term enforces the structure of \( \hat{c}_r \) to be similar with \( \hat{c}_t^{f-1} \), thus ensuring the temporal consistency with \( \hat{c}_t^{f-1} \). The fourth term is a similar function, which ensures the temporal consistency with \( \hat{c}_t^{f+1} \).

Now we have simplified the spatial-temporal smoothness term \( g^T L_{\delta} g \), and have analyzed the functionality of each simplified term. Next, we simplify and reformulate the optimization in Eq. (10).

### B. Reformulation

According to Eq. (15), Eq. (10) is simplified and reformulated as

\[
\begin{align*}
\min_{c_r, W_{f-1, f}, W_{f+1, f}, L'} & \quad \|\Omega c_r - \hat{c}_r\|^2_F + \alpha \|\Omega c_r - \Omega \hat{c}_s\|^2_F \\
& + \beta \text{tr}[(\hat{c}_r^T L' c_r)] \\
& - 2\beta \text{tr}[(\hat{c}_t^{f-1})^T W_{f-1, f} c_r] \\
& - 2\beta \text{tr}[(\hat{c}_r^{f+1})^T W_{f+1, f} c_r] \\
& + \gamma \|W_{f-1, f} - W_{f+1, f}\|_1. \tag{17}
\end{align*}
\]

s.t. \( 0 < W_{f-1, f} \cdot 1 \leq 1 \),

\( 0 < W_{f+1, f} \cdot 1 \leq 1 \),

\( L'_{i, j} = L_{i, j}^0 \leq 0, i \neq j \),

\( L' \cdot 1 \geq 0 \),

\( \text{tr}(L') = m(K + 2) \),

where 1 is a vector with all the elements as 1.

Here we add some constraints for the variables. The first and second constraints enforce the sum of each row in \( W_{f-1, f} \) and \( W_{f+1, f} \) to be within the range \((0, 1]\) so as to constrain the sum of temporal weights for each point. As \( \beta > 0 \), this minimization problem will not lead to a pathological solution of \( W_{f-1, f} \) or \( W_{f+1, f} \) as a zero matrix.

The last three constraints are set for a valid generalized Laplacian \( L' \). According to the definition, the constraint \( L'_{i, j} = L_{i, j}^0 \leq 0, i \neq j \) enforces \( L' \) to be symmetric with non-positive off-diagonal entries (corresponding to non-negative edge weights in the graph). Also, the sum of each row in \( L' \) should be larger than 0 as a generalized Laplacian. Besides, as discussed in V-A, \( L' \) has extra degrees from its temporal connectivities as a generalized graph Laplacian. The degree of each point should be \( K + 2 \), since a point is expected to be connected to \( K \) neighbors in the spatial domain and 2 neighbors in the previous and subsequent frames in the temporal domain. \( m \) denotes the number of the points in \( c_r \), thus the trace of \( L' \) should be \( m(K + 2) \), which prevents a pathological solution of \( L' \)—a zero matrix that corresponds to a fully disconnected graph.

### C. The Proposed Algorithm

As there are multiple variables in the formulation, we optimize each variable alternately as follows.

1) The optimization of \( c_r \): We first initialize the spatial-temporal graph encoded in \( W_{f-1, f}, W_{f+1, f} \) and \( L' \) as introduced in Section IV-D, which leads to the following optimization for \( c_r \):

\[
\begin{align*}
\min_{c_r} & \quad \|\Omega c_r - \hat{c}_r\|^2_F + \alpha \|\Omega c_r - \Omega \hat{c}_s\|^2_F + \beta \text{tr}[(c_r)^T L' c_r] \\
& - 2\beta \text{tr}[(\hat{c}_t^{f-1})^T W_{f-1, f} c_r] \\
& - 2\beta \text{tr}[(\hat{c}_r^{f+1})^T W_{f+1, f} c_r]. \tag{18}
\end{align*}
\]

This is a quadratic programming problem. Taking derivative of Eq. (18) with respect to \( c_r \) and setting the derivative to 0, we have the closed-form solution of \( c_r \):

\[
\begin{align*}
c_r^{\text{opt}} = & (\Omega^2 + \alpha \Omega^2 + \beta L')^{-1} \\
& (\Omega c_t + \alpha \Omega^2 c_s + \beta W_{f-1, f} \hat{c}_t^{f-1} + \beta W_{f+1, f} \hat{c}_r^{f+1}). \tag{19}
\end{align*}
\]

2) The optimization of \( L' \): With the initialized \( W_{f-1, f}, W_{f+1, f} \) and the updated \( c_r \), we optimize the generalized graph Laplacian \( L' \):

\[
\begin{align*}
\min_{L'} & \quad \text{tr}[(c_r)^T L' c_r], \\
\text{s.t.} & \quad L'_{i, j} = L_{i, j}^0 \leq 0, i \neq j, \\
& \quad L' \cdot 1 \geq 0, \\
& \quad \text{tr}(L') = m(K + 2). \tag{20}
\end{align*}
\]

This is a convex optimization problem, which can be efficiently solved via off-the-shelf tools such as the convex optimization toolbox of MATLAB [53].

3) The optimization of \( W_{f-1, f} \) and \( W_{f+1, f} \): With the updated \( c_r \) and \( L' \), we then further optimize the temporal edge weights in \( W_{f-1, f} \) and \( W_{f+1, f} \). When we fix \( W_{f+1, f} \) and optimize \( W_{f-1, f} \), the formulation follows as

\[
\begin{align*}
\min_{W_{f-1, f}} & \quad -2\beta \text{tr}[(\hat{c}_t^{f-1})^T W_{f-1, f} c_r] + \gamma \|W_{f-1, f} - W_{f+1, f}\|_1, \\
\text{s.t.} & \quad 0 < W_{f-1, f} \cdot 1 \leq 1. \tag{21}
\end{align*}
\]

Similarly, with the updated \( W_{f-1, f} \), we can optimize \( W_{f+1, f} \) via

\[
\begin{align*}
\min_{W_{f+1, f}} & \quad -2\beta \text{tr}[(\hat{c}_r^{f+1})^T W_{f+1, f} c_r] + \gamma \|W_{f-1, f} - W_{f+1, f}\|_1, \\
\text{s.t.} & \quad 0 \leq W_{f+1, f} \cdot 1 \leq 1. \tag{22}
\end{align*}
\]

Fig. 5. The schematic figure for the reformulation.
Both Eq. (21) and Eq. (22) consist of a convex and differentiable term as well as an $l_1$-norm. As the Orthant-Wise Limited-memory Quasi-Newton (OWL-QN) method has been demonstrated to be very effective in solving such $l_1$-regularized optimization problem [54], we employ OWL-QN to our formulation with a matrix variable, in which the quadrant of the objective function is limited to guarantee the continuity and differentiability of the $l_1$-norm. Specifically, taking the objective function $F(W_{f,f-1}) = -2\beta tr[(\hat{e}_{f-1}^t)^TW_{f-1,f}c_r] + \gamma\|W_{f-1,f} - W_{f+1,f}\|_1$ in Eq. (21) as an example, the Newton iterative formula is defined as:

$$W_{f,f-1}^{i+1} = W_{f,f-1}^i - \frac{F(W_{f,f-1}^i)}{F'(W_{f,f-1}^i)},$$

(23)

where $W_{f,f-1}^i$ and $W_{f,f-1}^{i+1}$ are $W_{f,f-1}$ in the $i$-th and $(i+1)$-th iteration, respectively. $F'(W_{f,f-1}^i)$ is the first derivative of the objective function with respect to $W_{f,f-1}$ in the $i$-th iteration.

$F(W_{f,f-1})$ is not continuously differentiable, so we limit the gradient of $W_{f,f-1}$ to compute the pseudo-gradient as $F'(W_{f,f-1}^i)$ in the iterations. Firstly, for each $w_{k,l}$ in $W_{f,f-1}$, we constrain the iteration direction by

$$w_{k,l}^{i+1} = \begin{cases} w_{k,l}^i, & \sigma(w_{k,l}^i) = \sigma(w_{k,l}^i), \\ 0, & \text{otherwise} \end{cases},$$

(24)

where the sign function $\sigma$ takes values in $\{-1, 0, 1\}$ according to whether a real value is negative, zero, or positive. Then we define the pseudo-gradient of $F(W_{f,f-1})$ at $W_{f,f-1}$ as in OWL-QN [54]:

$$F'(W_{f,f-1}^i) = \begin{cases} \partial^- F(W_{f,f-1}^i), & \partial^- F(W_{f,f-1}^i) > 0, \\ \partial^+ F(W_{f,f-1}^i), & \partial^+ F(W_{f,f-1}^i) < 0, \\ \infty, & \text{otherwise} \end{cases}$$

(25)

where $\partial^- F(W_{f,f-1}^i)$ and $\partial^+ F(W_{f,f-1}^i)$ are the left and right partial derivatives of $F(W_{f,f-1})$ respectively, which are given by

$$\partial^\pm F(W_{f,f-1}^i) = \frac{\partial l(W_{f,f-1}^i)}{\partial W_{f,f-1}^i} + \partial^\pm \sigma(W_{f,f-1}^i),$$

(26)

where $l(W_{f,f-1}^i) = -2\beta tr[(\hat{e}_{f-1}^t)^TW_{f-1,f}c_r]$ is the linear term of the objective function in Eq. (21), and $\partial^\pm \sigma(W_{f,f-1}^i)$ is the left and right partial derivatives of the $l_1$-norm of the objective function in Eq. (21). Each element $\partial^\pm \sigma(w_{k,l})$ in $\partial^\pm \sigma(W_{f,f-1})$ is a function of $w_{k,l}$:

$$\partial^\pm \sigma(w_{k,l}) = \begin{cases} \gamma \sigma(w_{k,l}), & w_{k,l} \neq 0 \\ \pm \gamma, & \text{otherwise} \end{cases}.$$  

Thus we can solve Eq. (21) by the enhanced Newton-Raphson method via pseudo-gradient. Eq. (22) is solved in the same way.

Hence, Eq. (17) is solved optimally by iteratively solving each variable. Finally, we replace the target cube with the resulting cube in the target frame $P_f$, which serves as the output. After each hole is inpainted, the candidate cubes and the target frame will be updated, which will be considered in the inpainting of the subsequent holes and subsequent frames. This provides more opportunities to find more similar cubes for the subsequent holes as well as more accurate temporal correspondence for the subsequent frames, which is thus beneficial to performance improvement.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

We evaluate the proposed method by testing on several 3D dynamic point cloud datasets from MPEG [2], [56] and Microsoft [57], including Longdress, Loot, Maria, Phili, Queen, Redandblack, Sarah, Skiing, Soldier, and UlliWegner, each with 40 frames. We test on two types of holes: 1) real holes generated during the capturing process, which have no ground truth; 2) synthetic holes on point clouds so as to compare with the ground truth. In particular, the number of nearest neighbors $K$ is considered to be related to $m$, the number of existing points in the cube. Empirically, $K = \sqrt{m}$ in our experiments. Besides, the size $H$ of the searching box in Section IV-C is considered to be related to $M$, the size of the unit cube. Empirically, $H = 2.5M$ in our experiments.

Further, we compare our method with 1) three competing algorithms for static 3D geometry inpainting, including Meshlab [55], Lozes et al. [13] and Hu et al. [17]. To test on dynamic point clouds, we perform them frame by frame independently. As Meshlab is based on meshes, we convert

<table>
<thead>
<tr>
<th>TABLE I PERFORMANCE COMPARISON IN GPSNR (dB)</th>
</tr>
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</tr>
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<td>Longdress</td>
</tr>
<tr>
<td>Loot</td>
</tr>
<tr>
<td>Maria</td>
</tr>
<tr>
<td>Phili</td>
</tr>
<tr>
<td>Queen</td>
</tr>
<tr>
<td>Redandblack</td>
</tr>
<tr>
<td>Sarah</td>
</tr>
<tr>
<td>Skiing</td>
</tr>
<tr>
<td>Soldier</td>
</tr>
<tr>
<td>UlliWegner</td>
</tr>
</tbody>
</table>
point clouds to meshes via the Meshlab software [55] prior to testing the method, and then convert the inpainted meshes back to point clouds as the final output; 2) our previous work on dynamic point cloud inpainting [19], which is our baseline method since we extend it by learning the spatial correlation as well as the temporal correlation via the second-order inter-frame coherence as mentioned in Section II; 3) an ablation study—“Spatial-ours”, where we consider only the spatial graph learning of $L'$ while removing the temporal graph learning so as to evaluate its effectiveness.

### B. Results on Point Cloud Inpainting

**Objective results.** It is nontrivial to measure the geometric difference of point clouds objectively. We apply the geometric distortion metrics in [58] and [8], referred to as GPSNR and NSHD respectively. NSHD is a point-to-point distance metric that directly measures the original error between points in the reconstructed point cloud and the ground truth, while GPSNR is a point-to-plane distance metric that measures projected error vectors along normal directions for surface structural description. The higher GPSNR is and the lower NSHD is, the smaller the difference between two point clouds is.

Table I and Table II present the average objective results of the frames for each sequence with synthetic holes in GPSNR and NSHD respectively. We see that our scheme outperforms all the competing methods in GPSNR and NSHD significantly. Specifically, in comparison with methods for static point cloud inpainting, we achieve 28.07 dB gain in GPSNR on average over Meshlab, 17.18 dB over [13], and 7.76 dB over [17], as well as much lower NSHD than the other methods. Note that, the NSHD measurement of the proposed method on Loot is a bit higher than that of [19], because of the limitation of the point-to-point NSHD metric and the sparsity of the point cloud Loot. Nevertheless, our performance improves in terms of the GPSNR metric, which captures the geometric structure better.

### Table II

**Performance Comparison in NSHD ($\times 10^{-7}$)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Longdress</td>
<td>24.8631</td>
<td>7.1362</td>
<td>2.9174</td>
<td>0.9131</td>
<td>1.0962</td>
<td>0.8450</td>
</tr>
<tr>
<td>Loot</td>
<td>14.1925</td>
<td>8.9410</td>
<td>3.1102</td>
<td>0.3549</td>
<td>1.5650</td>
<td>0.7944</td>
</tr>
<tr>
<td>Maria</td>
<td>21.3481</td>
<td>11.0980</td>
<td>4.2009</td>
<td>2.5187</td>
<td>2.6485</td>
<td>2.0812</td>
</tr>
<tr>
<td>Phil</td>
<td>25.3014</td>
<td>16.4119</td>
<td>7.9063</td>
<td>3.4920</td>
<td>2.7526</td>
<td>2.1810</td>
</tr>
<tr>
<td>Queen</td>
<td>23.1001</td>
<td>13.2545</td>
<td>6.0290</td>
<td>2.8429</td>
<td>2.6613</td>
<td>1.9334</td>
</tr>
<tr>
<td>Redandblack</td>
<td>22.8300</td>
<td>9.6233</td>
<td>5.9856</td>
<td>1.9324</td>
<td>1.8681</td>
<td>1.0352</td>
</tr>
<tr>
<td>Sarah</td>
<td>17.3732</td>
<td>11.4299</td>
<td>2.0854</td>
<td>1.2461</td>
<td>1.0590</td>
<td>0.9941</td>
</tr>
<tr>
<td>Skiing</td>
<td>19.5847</td>
<td>10.6713</td>
<td>3.5294</td>
<td>1.9145</td>
<td>1.6002</td>
<td>1.3903</td>
</tr>
<tr>
<td>Soldier</td>
<td>17.1376</td>
<td>10.0044</td>
<td>5.2145</td>
<td>1.2057</td>
<td>1.1623</td>
<td>1.0851</td>
</tr>
<tr>
<td>UlliWegner</td>
<td>11.2509</td>
<td>6.7370</td>
<td>1.9658</td>
<td>0.6362</td>
<td>0.6588</td>
<td>0.5696</td>
</tr>
</tbody>
</table>

Fig. 6. Some consecutive frames of the inpainting results from different methods for Longdress with the real holes magnified.
In comparison with our previous method [19] for dynamic point cloud inpainting without spatial-temporal graph learning, we achieve 2.38 dB gain in GPSNR on average and reduce $0.41 \times 10^{-7}$ in NSHD on average, thus validating the importance of the spatial-temporal graph learning. Further, when compared to Spatial-ours with the temporal graph learning removed, i.e., when we only learn the spatial graph and keep the initialized temporal graph fixed, we achieve 1.09 dB gain in GPSNR on average and reduce $0.42 \times 10^{-7}$ in NSHD on average. This validates the effectiveness of the temporal graph learning for dynamic point cloud inpainting.

**Subjective results.** Further, Fig. 6 and Fig. 7 demonstrate the subjective inpainting results for real holes and synthetic holes respectively. Due to the page limit, we show several representative frames compared with Lozes’ method [13] and our previous method [19]. For the real holes in consecutive frames, as shown in the first row of Fig. 6, which are fragmentary, the results of [13] in the second row show artificial contours of the original holes, since it attempts to connect the boundary of the hole region with planar structures without smoothing. Also, their inpainted results are not consistent among consecutive frames. The results of our previous method [19] in the third row are not very coherent among consecutive frames, because only the first-order temporal coherence is considered and the spatial-temporal graph is empirically constructed. In comparison, our results shown in the last row of Fig. 6 demonstrate that the proposed method is able to inpaint holes with reasonable geometry structure and smoothness over the hole region. Besides, since we leverage the second-order inter-frame coherence, our inpainted regions show good consistency among consecutive frames.

In Fig. 7, we synthesize holes in the point cloud sequence Soldier, with more complex and larger holes than the real holes in Fig. 6. We observe that [13] covers the missing area with curt ribbed geometry, which introduces wrong geometry around the holes compared to the ground truth. Also, the contents look incoherent among the consecutive frames. The results of [19] are a little bumpy, and exhibit some geometric distortion as in the red circles. In comparison, our results shown in the fourth row of Fig. 7 are almost the same as the ground truth, and exhibit coherence among neighboring frames. This gives credits to the spatial-temporal graph learning and the second-order temporal coherence.

**Analysis.** Further, we discuss and analyze the robustness of the proposed method to the complexity of holes. The visual results in Fig. 6 and Fig. 7 demonstrate holes with high frequencies in both the spatial domain and the temporal domain. We see that, our results reconstruct the complex geometric structure well with consistency in the temporal domain, while the results from comparison methods exhibit blurred geometric details or artifacts. This shows that the proposed method is able to address challenging holes with
high frequencies and is insensitive to the placement of the inpainting volume. This is because we exploit the second-order inter-frame coherence and the intra-frame self-similarity along with spatial-temporal graph learning, leading to abundant references in both the temporal and spatial domain for inpainting. Further, the graph-signal smoothness prior in the formulation enforces the signal to adapt to the topology of the graph. If the signal contains high frequencies, e.g., with a sharp boundary inside, such high-frequency structure will be preserved with the graph-signal smoothness regularization, as it is encoded in the graph topology learned from self-similar regions in the spatial domain or the corresponding regions in the temporal domain.

VII. CONCLUSION

We propose to address 3D dynamic point cloud inpainting via spatial-temporal graph learning, exploiting the second-order inter-frame coherence and the intra-frame self-similarity. The key idea is to characterize the consistent motion flow among corresponding local cubes in consecutive frames—the second-order inter-frame coherence, where the temporal correspondence is searched based on the point-to-plane distance for structural description. We formulate dynamic point cloud inpainting as the joint optimization of the desired complete point cloud and the underlying spatial-temporal graph, regularized by the difference in temporal edge weights of the underlying spatial-temporal graph (the second-order inter-frame coherence) and smoothness in the spatial graph (the intra-frame self-similarity). We further provide analysis and reformulation of the optimization problem, and present an efficient algorithm. Experimental results demonstrate the superiority of the proposed method on both synthetic and real holes. Future works include the extension to inpainting the color attribute of dynamic point clouds.
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