Graph Convolutional Neural Networks (GCNNs) extend CNNs to irregular graph data domain, such as brain networks, citation networks and 3D point clouds. It is critical to identify an appropriate graph for basic operations in GCNNs. Existing methods often manually construct or learn one fixed graph based on known connectivities, which may be sub-optimal. To this end, we propose a residual graph learning paradigm to infer edge connectivities and weights in graphs, which is cast as distance metric learning under a low-rank assumption and a similarity-preserving regularization. In particular, we learn the underlying graph based on similarity-preserving mapping on graphs, which keeps similar nodes close and pushes dissimilar nodes away. Extensive experiments on semi-supervised learning of citation networks and 3D point clouds show that we achieve the state-of-the-art performance in terms of both accuracy and robustness.
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1. INTRODUCTION

Graph Convolutional Neural Networks (GCNNs) [1] have attracted increasing attention as a powerful tool for learning irregularly structured data on graphs, such as citation networks, social networks and 3D point clouds. The construction of an appropriate graph plays a critical role in GCNNs to guide basic operators such as graph convolution for accurate feature learning. In many scenarios where the graph is incomplete, inaccurate or even unavailable, it is crucial to learn a graph topology that characterizes the intrinsic structure of data.

Some previous studies construct graphs from data empirically, such as the commonly used $k$-Nearest-Neighbor ($k$-NN) graphs [2, 3], where the choice of parameters such as $k$ is often empirical. Few methods exploit graph learning for optimized representation learning, which either learn a fixed and shared graph for all instances [4, 5], or an individual graph for each instance [6]. However, they often only learn edge weights assuming the availability of graph connectivities, and the learned graph is sometimes not robust to missing or noisy labels for practical applications.

To this end, we propose a residual graph learning network (RGLN), which learns a residual graph with both new connectivities and edge weights. We propose to learn the underlying graph from the perspective of similarity-preserving mapping on graphs. Given an input graph data, the goal is to learn an edge weight function between each pair of nodes at each network layer, which not only captures the similarity between learned features, but also keeps such similarity consistent with the similarity within the input data. That is, nodes similar in the input data space are also close in the feature space, while nodes dissimilar in the input data space are pushed further away. This is achieved by minimizing our proposed cross-space Graph Laplacian Regularizer, which enforces smoothness of the input data with respect to the graph over the feature space and thus leads to a robust graph.

Further, we measure the similarity between nodes by a distance function, and cast graph learning as a distance metric learning problem [7]. We choose the Mahalanobis distance [8] that captures the correlations among features, and assume a low-rank model of graph features to decompose the distance metric into a lower-dimensional matrix for optimization, which is able to learn intrinsic representations. Finally, we unify the proposed graph learning and node feature learning in a joint learning framework. To validate the effectiveness of the proposed RGLN, we apply it to semi-supervised learning problems in citation networks and point clouds, where the graph is incomplete in citation networks and unavailable in point clouds. Experimental results demonstrate we outperform state-of-the-art methods on three citation network benchmarks and one point cloud classification benchmark.

2. RELATED WORK

2.1. Graph Convolution Neural Networks

Spectral methods. This class of graph convolution is defined on the spectral representation of graphs. [9] defines the convolution in graph Fourier transform domain, which however requires the eigen-decomposition of the graph Laplacian. [10] addresses this problem by leveraging Chebyshev polynomials to approximate spectral filters and achieves localized

**Spatial methods.** This class of graph convolution is defined directly on each node and its neighbors for feature propagation. The mixture model network [13] provides a unified generalization of CNN architecture on graphs. Graph attention networks (GATs) [14] employ self-attention mechanism to solve the node classification problem. DGCNN [2] proposes to aggregate local features with the graph updated at each layer, which is applied to point cloud learning.

### 2.2. Graph Learning in GCNNs

**Fixed-domain Graph Learning.** This class of graph learning assumes there is a shared graph structure underlying all instances with fixed nodes. GAT [14] leverages masked self-attention layers to enable different weights for edges in the provided graph. GLCN [4] learns a non-negative function that represents the pairwise relationship between two nodes using attention mechanism via a single-layer neural network, and optimizes it by minimizing a graph learning loss. GLNN [15] proposes graph learning from several constraints via maximization on graphs, which will be discussed next.

**Varying-domain Graph Learning.** Instances corresponding to varying domains may require different graphs with possibly arbitrary number of nodes. [16] is proposed to learn a spatio-temporal graph on top of the provided skeleton graph for each skeleton instance. Adaptive graph convolution network (AGCN) [5] proposes to construct a unique residual Laplacian matrix by learning Mahalanobis distance metric for each instance. Different from the task-driven AGCN where the Mahalanobis distance metric M is learned by minimizing the cross-entropy only, we optimize M via the task-specific loss as well as a data-adaptive similarity-preserving objective. Further, instead of assuming a general M in AGCN, we assume M is low rank to capture intrinsic features and reduce number of parameters.

### 3. THE PROPOSED RESIDUAL GRAPH LEARNING

The problem of learning a graph is essentially learning each edge weight \( w_{i,j} \) for nodes \( i \) and \( j \).

The edge weight \( w_{i,j} \) often measures the similarity between nodes \( i \) and \( j \). Hence, we employ the commonly used Gaussian kernel over features to define an edge weight \( w_{i,j} \) as

\[
  w_{i,j} = \exp \left\{ -d^2(f_i, f_j) \right\},
\]

where \( d(f_i, f_j) \) is a distance metric between \( f_i \) and \( f_j \). The smaller the distance is, the more similar \( f_i \) and \( f_j \) are, and the larger the edge weight is. We propose to optimize edge weights \( w_{i,j} \)'s from the perspective of similarity-preserving mapping on graphs, which will be discussed next.

#### 3.1. Similarity-Preserving Mapping on Graphs

Given an input graph signal \( X \in \mathbb{R}^{N \times d} \) with \( N \) nodes and a \( d \)-dimensional feature vector on each node, a GCNN learns a function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^K \), which maps the input graph signal \( x_i \in \mathbb{R}^d \) on node \( i \) to a new feature space \( f_i \in \mathbb{R}^K \). The learned features will be used for downstream tasks such as node classification.

A similarity-preserving mapping on graphs keeps the similarity between nodes when mapping nodes from the input space to a new feature space.

**Definition 1.** Given a graph signal \( X \in \mathbb{R}^{N \times d} \) defined on the vertices \( V \) of a graph \( G \), a mapping \( f : x_i \in \mathbb{R}^d \rightarrow f_i \in \mathbb{R}^K \), \( i \in V \) is similarity-preserving if it satisfies: 1) nodes with similar input data \( x \) (referred to as “similar nodes” in the sequel) still stay close in the new feature space \( f(x) \); 2) nodes with dissimilar input data \( x \) (“dissimilar nodes”) are pushed further away from each other in the new feature space \( f(x) \).

To enforce these conditions in **Definition 1**, we formulate the similarity-preserving objective as

\[
  \min_{f, \mathbf{d}} \sum_{i=1}^{N} \sum_{j=1}^{N} w_{i,j} \| x_i - x_j \|_2^2 \sum_{i=1}^{N} \sum_{j=1}^{N} \exp \left\{ -d^2(f_i, f_j) \right\} \| x_i - x_j \|_2^2. (2)
\]

During the minimization, on one hand, when nodes \( i \) and \( j \) are similar in the input space, i.e., \( \| x_i - x_j \|_2^2 \) is small, \( w_{i,j} \) could be large, i.e., the distance in the new feature space \( d(f_i, f_j) \) tends to be small as well. On the other hand, when nodes \( i \) and \( j \) are dissimilar in the input space, i.e., \( \| x_i - x_j \|_2^2 \) is large, \( w_{i,j} \) has to be a small number for minimizing the objective, i.e., the distance in the new feature space \( d(f_i, f_j) \) will be enforced to be large.

Further, the similarity-preserving objective in (2) can be rewritten as

\[
  \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} w_{i,j} \| x_i - x_j \|_2^2 = tr(\mathbf{X}^T \mathbf{L}(f) \mathbf{X}), (3)
\]

which is a graph Laplacian regularizer (GLR) [17] reweighted by the similarity in the feature space \( f \) instead of the input data \( X \). We thus refer to it as the cross-space GLR, which will be adopted in the loss function.

#### 3.2. The Proposed Graph Learning

In order to acquire the edge weights in \( G \), we need to learn the distance function \( d(f_i, f_j) \). We cast the graph learning problem as distance metric learning given a feature vector \( f_i \in \mathbb{R}^K \) per node \( i \), i.e., learning a distance function for each pair of features \( \{f_i, f_j\} \) for similarity calculation.

While there exist various definitions of distance metrics, such as Euclidean distance and bilateral filtering distance, we choose the Mahalanobis distance that captures correlations among features. It is defined as

\[
  d_M(f_i, f_j) = \sqrt{(f_i - f_j)^T M(f_i - f_j)}, (4)
\]

where \( M \) is a positive definite matrix, which is learned in the proposed graph learning framework.
where $\mathbf{M} \in \mathbb{R}^{K \times K}$ is a symmetric and positive semi-definite (PSD) matrix that encodes the feature correlations. Since $\mathbf{M}$ is PSD and symmetric, we can decompose it into $\mathbf{M} = \mathbf{R} \mathbf{R}^\top$, where $\mathbf{R} \in \mathbb{R}^{K \times S}$. Since many real-world graphs naturally have low-rank features, we assume $\mathbf{M}$ is low rank to capture intrinsic representations, and thus $S \ll K$. The number of parameters to learn is also significantly reduced.

Then the Mahalanobis distance in (4) becomes

$$d_M(f_i, f_j) = \sqrt{(f_i - f_j)^\top \mathbf{R} \mathbf{R}^\top (f_i - f_j)} = \|\mathbf{R}^\top (f_i - f_j)\|_2,$$

which is essentially a linear transformation of the Euclidean distance by $\mathbf{R}$. So each edge weight can be computed as

$$w_{i,j} = \exp \left\{ -\|\mathbf{R}^\top (f_i - f_j)\|_2^2 \right\}.$$

Hence, we convert the graph learning problem to the optimization of a low-rank $\mathbf{R}$, which leads to the following graph learning loss function:

$$\mathcal{L}_{GL} = \sum_{l=1}^{L} \sum_{\{i,j\}} \exp \left\{ -\|\mathbf{R}^{(l)}^\top (f_i^{(l)} - f_j^{(l)})\|_2^2 \right\} \|x_i - x_j\|_2,$$

where $L$ is the number of graph learning layers and also the number of learned graphs. The superscript $(l)$ denotes a variable at the $l$-th layer. (7) is convex and differentiable, which is thus a tractable loss in GCNNs. By optimizing the distance metric $\mathbf{R}^{(l)}$ at each layer, we are able to compute the edge weights from (5), leading to the adjacency matrix of a learned residual graph $\mathbf{A}^*(l)$.

### 3.3. Joint Learning of Node Feature and Graph

Among a variety of GCNNs, we choose the GCN [11] as an instance to discuss our node feature learning. The layer-wise graph convolution in the GCN is defined as:

$$\mathbf{F}^{(l+1)} = \sigma \left( \mathbf{A} - \frac{1}{2} \mathbf{A} \mathbf{I} \mathbf{A} - \frac{1}{2} \mathbf{F}^{(l)} \mathbf{\Theta}^{(l)} \right),$$

where $\mathbf{F}^{(l)} \in \mathbb{R}^{N \times K}$ is the node feature matrix at the $l$-th layer, $\sigma(\cdot)$ is the activation function, $\mathbf{A}$ is the adjacency matrix of the provided graph, $\mathbf{I}$ is an identity matrix that adds self-loop to the graph, $\mathbf{A}$ is the degree matrix to normalize $\mathbf{A} + \mathbf{I}$ and $\mathbf{\Theta}^{(l)}$ is the trainable weight matrix at the $l$-th layer.

In our setting, given the learned residual graph $\mathbf{A}^*(l)$ and the available graph $\mathbf{A}^{(l)}$ at the $l$-th layer, we compute the final graph as

$$\mathbf{A}^{(l+1)} = \mathbf{A}^{(l)} + \mathbf{A}^*(l).$$

Then, we define the convolution as:

$$\mathbf{F}^{(l+1)} = \sigma \left( \tilde{\mathbf{A}} - \frac{1}{2} \mathbf{A}^{(l+1)} \mathbf{A}^{(l+1)} - \frac{1}{2} \mathbf{F}^{(l)} \mathbf{\Theta}^{(l)} \right),$$

where $\tilde{\mathbf{A}}$ is the updated degree matrix with the $i$-th diagonal entry computed from $\mathbf{A}^{(l+1)}$ as $\tilde{a}_{ii}^{(l+1)} = \sum_j a_{ij}^{(l+1)}$. In cases where there is no initial graph, we assume $\mathbf{A}^{(0)} = \mathbf{I}$ is an identity matrix.

The objective of node feature learning is to minimize the cross entropy between predicted labels and ground truth labels:

$$\mathcal{L}_{GCNN} = -\sum_{i=1}^{N} \sum_{c=1}^{C} Y_{ic} \log(\hat{Y}_{ic}),$$

where $N$ is the number of input instances, $C$ is the number of classes, $\mathbf{Y}$ denotes the ground truth label matrix and $\hat{\mathbf{Y}}$ denotes the predicted probability matrix. Along with the graph learning loss in (7), our network is trained end-to-end by minimizing the following loss function:

$$\mathcal{L} = \mathcal{L}_{GCNN} + \lambda \mathcal{L}_{GL},$$

where $\lambda$ is a balancing hyper-parameter.

To implement our network, we design a RGLN layer, which consists of two modules: the graph learning module and the node feature learning module. The graph learning module learns a residual graph encoded by an adjacency matrix $\mathbf{A}^*$ from input node features. $\mathbf{A}^*$ is then employed by the node feature learning module to propagate node features via our proposed graph convolution in (10). The entire network architecture is illustrated in Fig. 1.

### 4. EXPERIMENTAL RESULTS

In order to evaluate the performance of the RGLN, we apply it to semi-supervised node classification on citation networks and point clouds, which are discussed in order as follows.
4.1. Node Classification on Citation Networks

**Experimental settings.** We test our method on three citation network datasets, i.e., Citeseer, Cora and Pubmed [18]. We follow the experimental setup of previous works [19, 11, 14], and employ the same data partition as in [19]. The features are $L_2$-normalized before fed into the network. We apply a RGLN layer followed by a regular GCN layer. The number of hidden units in each layer is 16. We set $S = 16$ to reduce the number of parameters. We train our RGLN for a maximum of 500 epochs using ADAM optimizer with a learning rate of 0.1 and weight decay of 5e-4.

**Baselines.** We compare our RGLN with the baseline of GCN [11], Planetoid [19], and other semi-supervised learning methods based on graph neural networks, including GAT [14], GLCN [4], AGCN [5] and GMNN [20].

**Experimental Results.** Tab. 1 shows the comparison results on three citation network datasets. Overall, we note that 1) RGLN outperforms the GCN baseline on all datasets significantly by adding a graph learning module. This demonstrates the superiority of learning new edge connectivities and accurate weights. 2) RGLN also outperforms all of the other methods on three datasets, which demonstrates the effectiveness of RGLN in learning graphs.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Citeseer</th>
<th>Cora</th>
<th>Pubmed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planetoid [19]</td>
<td>64.7</td>
<td>75.7</td>
<td>77.2</td>
</tr>
<tr>
<td>GCN [11]</td>
<td>70.3</td>
<td>81.5</td>
<td>79.0</td>
</tr>
<tr>
<td>GMNN [20]</td>
<td>73.1</td>
<td>83.7</td>
<td>81.8</td>
</tr>
<tr>
<td>GLCN [4]</td>
<td>72.2 ± 0.8</td>
<td>82.1 ± 0.3</td>
<td>77.8 ± 0.3</td>
</tr>
<tr>
<td>AGCN [5]</td>
<td>71.1 ± 0.8</td>
<td>83.1 ± 0.4</td>
<td>81.2 ± 0.6</td>
</tr>
<tr>
<td>GAT [14]</td>
<td>72.5 ± 0.7</td>
<td>83.0 ± 0.7</td>
<td>79.0 ± 0.3</td>
</tr>
<tr>
<td>RGLN</td>
<td>74.6 ± 0.5</td>
<td>84.7 ± 0.3</td>
<td>82.0 ± 0.4</td>
</tr>
</tbody>
</table>

**Table 1:** Results of semi-supervised node classification.

4.2. Point cloud classification

Furthermore, we test our model on point cloud classification. We follow the experimental setting in [12], using extracted features to represent each point cloud.

**Datasets.** We test on ModelNet40 dataset [21] for point cloud classification. We extract features of each point cloud using Multi-View Convolutional Neural Network (MVCNN) [22] and Group-View Convolutional Neural Network (GVCNN) [23]. Features from two networks are concatenated together, generating features shaped $12311 \times 7044$ as input to GCNNs.

**Experimental settings.** Since there is no initial graph available in this task, we initialize it as an identity matrix. We stack 3 RGLN layers to learn the residual graphs. The dimension of hidden layers and $S$ are set to 64. We train the network with a learning rate of 0.001 for 150 epochs and decay it by 0.1 at the 100th epoch with ADAM optimizer.

**Baselines.** We use GCN as the baseline, and empirically construct a k-NN graph as the underlying graph. We mainly compare our RGLN model against the baseline GCN, and also against other state-of-the-art methods, including Hyper Graph Neural Networks (HGNN) [12] and AGCN. We also compare with fully supervised methods for point cloud learning such as PointNet [24], PointNet++ [25] and DGCNN [2].

**Experimental Results.** Tab. 2 presents results for ModelNet40 classification. We see that, 1) our method outperforms state-of-the-art supervised and semi-supervised methods in the ModelNet40 dataset; 2) compared with GCN which is highly influenced by the hyperparameter $k$, our RGLN does not need to determine $k$ to build the underlying graph. Instead, RGLN learns an effective graph from node features and achieves improved performance.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Setting</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet [24]</td>
<td>Supervised</td>
<td>89.2</td>
</tr>
<tr>
<td>PointNet++ [25]</td>
<td>Supervised</td>
<td>90.7</td>
</tr>
<tr>
<td>DGCNN [2]</td>
<td>Supervised</td>
<td>93.5</td>
</tr>
<tr>
<td>HGNN [12]</td>
<td>Semi-Supervised</td>
<td>96.7</td>
</tr>
<tr>
<td>AGCN [5]</td>
<td>Semi-Supervised</td>
<td>95.6</td>
</tr>
<tr>
<td>GCN ($k = 1$) [11]</td>
<td>Semi-Supervised</td>
<td>96.5</td>
</tr>
<tr>
<td>GCN ($k = 5$) [11]</td>
<td>Semi-Supervised</td>
<td>95.3</td>
</tr>
<tr>
<td>GCN ($k = 10$) [11]</td>
<td>Semi-Supervised</td>
<td>94.3</td>
</tr>
<tr>
<td>RGLN</td>
<td>Semi-Supervised</td>
<td>97.1</td>
</tr>
</tbody>
</table>

**Table 2:** Results of point cloud classification on ModelNet40.

**Fig. 2:** Robustness test for point clouds.

**Robustness Study.** Further, we test the robustness of our model when the point cloud is of low density. We randomly drop out points with missing ratios $\{0, 0.25, 0.5, 0.75, 0.9\}$. As shown in Fig. 2, our model outperforms the GCN baseline significantly, and keeps high accuracy even when the point cloud density is quite low.

5. CONCLUSION

We propose a robust residual graph learning network (RGLN), which learns both new edge connectivities and edge weights in the underlying graph. We cast graph learning as distance metric learning under a low-rank assumption. Further, we learn the graph structure by enforcing similarity-preserving mapping via a cross-space graph Laplacian regularizer, which keeps the similarity of nodes consistent between the input data space and the feature space. Extensive experiments demonstrate the superiority and robustness of our method in semi-supervised learning tasks.
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